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What is that something?
How hard is it to identify what was found?



“mass measurement methods”

... short for ...

“parameter estimation and 
discovery techniques”



Do we care about masses?

• Common Parameters in the Lagrangian

• Interpretation

• SUSY breaking mechanism, geometry of ED

• Prediction of new things

• Mass of W,Z -> indirect top quark mass 
“measurement”

• Masses of W/Z/t -> indirect measurement of the 
Higgs mass

• Expedites discovery - optimal selection



Some methods ...(no way to include all)

Missing
momenta 

reconstruction?

Mass measurementsMass measurements Spin 
measurements

Missing
momenta 

reconstruction? Inclusive 2 symmetric 
chains

Spin 
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None Inv. mass endpoints
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and boundary lines 

Inv. mass 
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None
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Inv. mass 
shapes

Approximate Smin, MTgen MT2, M2C, M3C, 
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Text• M-theory at the LHC

• M(ass) theory at the LHC

• M(other) theory ...
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• M(ass) theory at the LHC
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W. Lamb (1955): “The finder of a new elementary particle used to be rewarded
by a Nobel Prize, but such a discovery now ought to be punished by a $10,000 fine”



Outline
• Transversification

– how do we project particle momenta?

• Agglomeration
– how do we add transverse momenta?

• Interpretation
– how do we categorize reconstructed objects?

• Generalization
– how do we define the most general mass-bound variables?

• Specialization
– how do we recover the existing variables?
– illustration: dilepton tt-bar and h->WW examples.
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pT = P sin θ

Transversification of 3-vectors
• Warm-up exercise: geometrical projection

8

zpzbeam axis

x

y

!pT

transverse
plane

!P
P sin θ

P | cos θ|

θ



E

Transversification of 1+3-vectors
• What to do with the energy (time-like) component?

9

zpzbeam axis

x

y

!pT

transverse
plane

!P
P sin θ

P | cos θ|

θ

• Well, isn’t it obvious? Not really: there are at least three 
different options for the “transverse” energy: “T”, “V” and “0”.



Summary of transverse projections
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Transverse projection method

Quantity Mass-preserving ‘!’ Speed-preserving ‘∨’ Massless ‘◦’

Original (4)-momentum Pµ = (E, !pT , pz)

(1+3)-mass invariant M =
√

E2 − !p 2
T − p2z

Transverse momentum !pT ≡ (px, py)

(1+2)-vectors pα! ≡ (e!, !p!) pα∨ ≡ (e∨, !p∨) pα◦ ≡ (e◦, !p◦)

Transverse momentum
under the projection

!p! ≡ !pT !p∨ ≡ !pT !p◦ ≡ !pT

Transverse energy
under the projection

e! ≡
√

M2 + !p 2
T e∨ ≡ E |sin θ| = |!pT |/V e◦ ≡ |!pT |

Transverse mass
under the projection

m2
! = e2! − !p 2

! m2
∨ ≡ e2∨ − !p 2

∨ m2
◦ ≡ e2◦ − !p 2

◦ = 0

Relationship between
transverse quantity and its

(1+3) analogue

m! = M m∨ = M |sin θ| m◦ = 0

1
v!

= 1
V

√

1 + (1− V 2)
p2
z

p2
T

v∨ = V v◦ = 1

Equivalence classes under

(1 + 3)
proj&−→ (1 + 2)

All Pµ with the same
px, py and M

All Pµ with the same
px, py and V

All Pµ with the same
px and py

TABLE I: A comparison of the three transversification methods introduced in Section III.

In this ∨ method of projection we can also introduce
1+2 “vectors” which now have components

pα∨ ≡ (e∨, !p∨) . (17)

The ∨ projected components obey a different mass shell
relation than the # projected components in (9):

e2∨ − p2∨ = m2
∨ ≤ M2, (18)

with the 1+2 dimensional ∨ projected mass m∨.
Just as an aside, one could also define the “longitudi-

nal” components in complete analogy to (14)-(16)

ez ≡ E | cos θ| =
|pz |

√

p2T + p2z
E, (19)

pz ≡ pz, (20)

mz ≡ M | cos θ| =
|pz|

√

p2T + p2z
M, (21)

although in what follows we shall not be making any use
of those. The connection between the 1+3 dimensional
quantities and the ∨ 1+2 dimensional components is

E2 = e2∨ + e2z, (22)

M2 = m2
∨ +m2

z . (23)

For massive vectors4 the equivalence classes of the ∨
projection are different from those of the # projection.

4 See section IVB for comments concerning the massless case.

The mass-shell relation (18) implies that all the 1+3 vec-
tors which map to the same 1+2 vector under the ∨ pro-
jection share the same value of m∨ = M sin θ and thus
generally do not preserve the usual invariant mass M ,
since m∨ &= M for any θ &= π

2 .
A more physical picture of the equivalence class of vec-

tors for the ∨ projection can be found by considering the
3-speed of the particle

V ≡
P

E
. (24)

After the ∨ projection, the corresponding 2-speed is given
by

v∨ ≡
p∨
e∨

=
pT
e∨

=
P sin θ

E sin θ
=

P

E
. (25)

Eqs. (24) and (25) reveal that the ∨ projection is “speed
preserving”, i.e.

v∨ = V, (26)

which justifies our choice of subscript notation for this
kind of transverse projection. The equivalence class for
the ∨ projection therefore consists of all 1+3 vectors with
the same !pT and speed V :

(

√

p2T + p2z
V

, !pT , pz

)

∨'−→
(pT
V

, !pT
)

. (27)

Note that members belonging to the same equivalence
class under the ∨ projection (27) have the same speed,



A guide to existing computer codes
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39

Library Object
Method/function name

e! e2! m! m2
! mT2 e∨ e2∨

CLHEP[36] LorentzVector mt() mt2() – – – et() et2()

ROOT [37] TLorentzVector Mt() Mt2() – – – Et() Et2()

Fastjet [61] Pseudojet mperp() mperp2() – – – Et() Et2()

PGS [62] – – – – – – v4et(p) –

Oxbridge LorentzVector ET() ET2() LTV().mass() LTV().masssq() – – –

MT2 [38] LorentzTransverseVector Et() Etsq() mass() masssq() – – –

Mt2 332 Calculator – – – – mT2 332() – –

UCD MT2 [39] mt2 Ea, Eb Easq, Ebsq – – get mt2() – –

Defining equation in this paper (5) (7) (205) (13)

TABLE VII: The versions of the transverse variables used in commonly used high-energy physics computer libraries and codes.
A brief survey of experimental collaborations’ software suggests that most follow the conventions of CLHEP. ‘LTV’ is a shorthand
for the method getLorentzTransverseVector().

some of the most commonly used libraries and some of
their methods for calculating transverse variables can be
found in Table VII. In many cases the method of pro-
jection used (i.e. “!” or “∨”) is undocumented and
can only be determined by excavating the implementa-
tion. What is more, the names of the methods and func-
tions in some cases produce output very different from
what the user might expect. The result is that use of
a plausible-sounding method can land the unwary user
with a totally unexpected result – for example the CLHEP
method called mt() returns the !-projected transverse
energy (e! =

√

M2 + p2T ), not the transverse mass they
might have anticipated. Of course, because of the right-
hand expression in eq. (5), one might fittingly call this
quantity a “mass”, but in that case the proper nomencla-
ture should probably be a “longitudinal” mass and not a
“transverse” mass.
To the extent that there is agreement on the conven-

tions, one can see that the most commonly-used libraries
(ROOT and CLHEP) use the ∨ convention when calculat-
ing “transverse energy” quantities. The Tevatron and
LHC experimental collaborations tend to follow the “∨”
conventions when talking about “transverse energy” in
calorimeters. For analyses where the transverse mass re-
ally matters, e.g. for W → !ν, the (ROOT and CLHEP)
libraries have no function to return the ‘usual’ transverse
mass of Refs [2–5, 54]: mT must instead be calculated
explicitly by the user.

APPENDIX B: MASS BOUNDS ON
COLLECTIONS OF MOMENTA

In this section we present derivations of mass bounds
on collections of arbitrary momenta, which may be repre-
sented by unprojected vectors and/or vectors transversi-

fied by any of the projections!, ∨ and ◦. These cover the
cases mentioned in VII, and justify the representation of
multibody decays to visible and invisible particles in the
form of a pair of composite momenta, where all visibles
are projected identically (if at all) and all invisibles are
likewise projected identically, though not necessarily by
the same method as the visibles.
The question of what goes into the set of momenta from

which we wish to generate the parental mass bound is not
a mathematical question at all. However, once that set
of momenta is formed, the question of how to calculate
the best bound making maximum use of the information
contained in that set is entirely mathematical. It is this
mathematical question that we solve in the this section.
In essence, we try to answer the following question:

Given a particular set of vectors, what is the
greatest possible lower bound that we can
place on the mass of any parent particle which
could have have decayed to daughters charac-
terized by that set? In particular, how does
that bound depend on the dimensionalities
and projection-types of the vectors character-
izing the information about the daughters?

We shall denote the answer to that question asM{. . .},
where {. . .} is the set of vectors. We do not wish to
restrict the set to contain only momenta of the same
type (e.g. only four-momenta). Instead, we permit
the set, if so desired, to be a heterogeneous mixture
containing any number of four-momenta, !-momenta,
∨-momenta, ◦-momenta or 2-momenta. For example,
M{Aµ, Bµ, cα!, d

α
!, e

α
!, f

α
∨ , g

α
◦ ,#hT } would denote be the

greatest possible lower bound on the mass of a particle as-
sumed to have decayed to (at least) eight daughters, un-
der the assumption that the only information from which
we would wish that bound to be constructed were to com-

• Both “T” and “V” projections appear to be used in 
the existing computer libraries and codes



t → b�+ν h → W+W− → �+�−νν̄

Agglomeration
• Heavy, promptly, semi-invisibly decaying 

resonances are reconstructed by agglomerating 
their daughter particles
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• Transverse quantities are constructed by 
transverse projections

• Which should come first: the projection or the 
agglomeration? The results are different!

t
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“Early” versus “late” projections

• Our convention: the order of indices (from left to 
right) denotes the order of operations, e.g.
– add first, project later: 
– project first, add later: 14

• The order of the operations makes a big 
difference for the time-like components

pαaT ≡ (eaT , �paT )

pαTa ≡ (eTa, �pTa) Text



Interpretation (of an event)

• N “parents”. For each:
– Visible daughters
– Invisible daughters

• Upstream momentum
• Missing pT

15

p(p̄)

p(p̄)

Upstream
visible momentum
Uµ =

(

U0, !uT , uz

)

Visible daughters V1

Invisible daughters I1

Visible daughters V2

Invisible daughters I2

Visible daughters VN

Invisible daughters IN

Parent P1

Parent P2

Parent PN

11

imental collaboration’s best estimate of the amount (and
direction) of momentum in any particular event that has
been carried away in the plane transverse to the beam
by invisible particles. It is an important quantity insofar
as we will wish to apply the constraint that the missing
momentum in an event is entirely due to the invisible
final state objects.

B. Notation used to characterize events

We require considerable amount of notation to describe
events and the hypotheses and interpretations that we
layer on top of them. We have summarized the nota-
tion we have adopted in Table II — and we recommend
that readers immediately compare the first section of that
table with any of the three small concrete examples pro-
vided in Figures 6, 7 and 8 in order to follow later sec-
tions. For the simplest pieces of notation, Table II serves
as the primary definition. Notation that requires more
explanation will be described in more detail either below
or at first point of use.
The N parents are labelled Pa, (a = 1, 2, . . . , N). The

set of observed visible (hypothesized invisible) daughters
associated with Pa is labelled Va (Ia). Since no visible
or invisible particle has more than one parent, we have
Va

⋂

Vb = 0 and Ia
⋂

Ib = 0 when a != b, and so the num-
ber of visible (invisible) particles may either be written
as the sum of the number of visible (invisible) daughters
of each parent NV =

∑N
a=1 |Va|, (NI =

∑N
a=1 |Ia|) or as

the number of elements from the set of all visible (invis-
ible) daughters NV = |V| (NI = |I|) where V =

⋃N
a=1 Va

(I =
⋃N

a=1 Ia).
As seen in Table II, in our conventions the letter “P”

(“p”) will be used to denote measured momenta, and the
letter “Q” (“q”) will be used for the momenta of any
invisible or hypothesized particles. Correspondingly, the
individual 4-momenta Pµ

i , (i ∈ V), of the visible daugh-
ters are measured and known, while the individual 4-
momenta Qµ

i , (i ∈ I), of the invisible daughters are not
measured and remain unknown. We denote the masses
of the visible final state particles by Mi and those of the
hypothesized invisible final state particles by M̃i. Simi-
larly, we will find it convenient to denote the 3-speeds of
the visible final state particles as Vi and the 3-speeds of
the hypothesized invisible final state particles by Ṽi. In
some places we will need to refer to sets of these masses
or speeds, and so we define: (i) the set consisting of the
hypothesized masses of all invisible particles:

µ̃ =
{

M̃i | i ∈ I
}

, (47)

(ii) the set containing only the hypothesized masses of
the invisible particles assocated with parent Pa:

µ̃a =
{

M̃i | i ∈ Ia
}

, (48)

(iii) the set consisting of the hypothesized 3-speeds of all
invisible particles:

ṽ =
{

Ṽi | i ∈ I
}

, (49)

and (iv) the set containing only the hypothesized 3-
speeds of the invisible particles assocated with parent
Pa:

ṽa =
{

Ṽi | i ∈ Ia
}

. (50)

We denote the missing transverse momentum two-
vector by the symbol9 /!pT and its magnitude thus /pT .

Note that some authors use variants of the symbol “ /ET ”
to denote the missing transverse momentum,10 but the
distinction is necessary in this paper as we shall (as oth-
ers should) make important distinctions between energy
and momentum.
We wish to apply the constraint that the missing mo-

mentum in an event is entirely due to the NI invisible
particles with momenta Qµ

i , rather than to jet mismea-
surement, for example. In other words, we use the rela-
tionships expressed in:

NI
∑

i=1

!qiT = /!pT ≡ −!uT −
NV
∑

i=1

!piT . (51)

in which the first equality represents our desire to con-
strain the momenta of the invisible particles (and only
those particles) using /!pT , while the second equality re-
minds us of our assumptions of how /!pT is constructed as
an experimentally measurable quantity. These relation-
ships also remind us that we have assumed (i) that there
are no sources of invisible momentum other than those
coming from the parent decays, and (ii) that we have de-
fined the “Upstream visible momentum” to contain all
visible momentum deposits which did not originate from
the decay of any parent.
When considering the decay of a single parent Pa

Pa −→ Va ∪ Ia. (52)

9 Note that due to its status as an experimentally measurable
quantity, for the missing transverse momentum /!pT we use the
letter “p” as opposed to “q”, even though at high values /!pT is
interpreted as the total transverse momentum of invisible parti-
cles.

10 By right, since its meaning is derived from conservation of mo-
mentum in the transverse plane, the missing transverse momen-
tum ought universally to be known as /!pT . Alas, much of the
hadron-collider literature, especially that from the experimental
collaborations, calls the missing transverse momentum the “miss-
ing energy” or “missing transverse energy” and denotes its mag-
nitude “/ET ” and its two vector by some variant of “/!ET ”. This
is perhaps a result of history (a hang over from e+e− or LEP
terminology where the collision of point-particles from mono-
energetic beams meant that one really could talk about missing
energy) and the fact that /!pT is often reconstructed, at least in
part, from calorimetric energy deposits under the assumption
they were produced by massless physics objects.

• Notation for particle momenta:
– “P” (“p”) for visible daughters
– “Q” (“q”) for invisible daughters Text



• Goal: find a lower bound on the mass of the 
heaviest (next-heaviest, etc.) parent 

• There are various possibilities:
– 1 unprojected
– 3 late-projected
– 3 early-projected

• Then minimize over the momenta of the invisible 
particles:

How to form mass-bound variables

17
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interactions (MPI), multiple hadron-hadron interactions
(pileup) etc., and can probably be safely counted as a
visible daughter. On the other hand, there are also cases
(typically involving jets of hadrons) where the correct
partitioning is not obvious at all. In such cases, one pos-
sible approach is to consider all possible partitions, see
e.g. [9]. Another possible approach would be to devise a
certain set of cuts, using the generic differences between
the kinematics of ISR jets and jets from heavy parent
decays [28, 46–48]. Examples of choices for particular
physical examples can be found in Section X.

VII. THE MASS-BOUND VARIABLES

A. Guiding principles

The guiding principle we employ for creating useful
hadron-collider event variables, is that: we should place
the best possible bounds on any Lorentz invariants of in-
terest, such as parent masses or the center-of-mass en-
ergy ŝ1/2, in any cases where it is not possible to deter-
mine the actual values of those Lorentz invariants due to
incomplete event information. Such incomplete informa-
tion could take the form of lack of knowledge of the lon-
gitudinal momentum of the primary collision, or lack of
knowledge of the 4-momenta of individual invisible par-
ticles, or lack of knowledge of the number of invisible
particles which were present, etc.
We contrast this principle with the alternative ap-

proach that is used to motivate event variables without
any explicit regard to whether they have an interpreta-
tion as an optimal bound of a Lorentz invariant. This
alternative approach tends to recommend the use of vari-
ables that are somewhat ad-hoc, but by construction pos-
sess useful invariances (such as invariance under longitu-
dinal boosts) which are designed to remove sensitivity to
quantities that are unknown. One example of this lat-
ter class of variables, which are usually considered to be
simply “made up” without reference to our guiding prin-
ciple, would include the missing transverse momentum
/!pT (aready seen in (51)) obtained by adding all trans-
verse visible momenta vectorially. Another would be the
so called hT variable12 which is defined as the scalar sum

12 Note that the definition of hT in the literature is not well stan-
dardized. Indeed even one LHC experiment has managed to
define it in three different and inequivalent ways in the space of
just a few years, and sometimes even inconsistently in a single
document (see Section 2 of [1] for further details). The defini-
tion we adopt in equation (83) is the definition which appears,
at present, to be the most widely used in the literature. We
note that a conceivable consequence of this paper might be that
purists will in the future settle on a definition in which hT is
defined as a sum of transverse energies eT instead of transverse
momenta, whereby three different variants would be possible:
h!, h∨ and h◦ (though these three definitions will be almost
equivalent under most practical experimental conditions, where

of the transverse momenta of some class of visible objects
(typically jets) in the event:

hT ≡
NV
∑

i=1

piT . (83)

Another example is the sum of these two variables:

meff ≡ hT + /pT , (84)

a quantity which can be traced back to the original liter-
ature [49] and has become known as an “effective mass”,
even though it is not a mass.13

The main disadvantage of variables like hT and meff ,
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B. Construction of mass-bounding variables
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where each individual variable M{indices} will be labelled
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have to partition (and then agglomerate) the ob-
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Va, (a = 1, 2, . . . , N), as already explained in Sec-
tion VIA. We will then form the 1+3 dimensional
invariant mass of each parent Pa

Ma ≡
√

gµν (P
µ
a +Qµ

a)(Pν
a +Qν

a), (85)

which is constructed out of the 1+3 momenta Pµ
a

and Qµ
a of the respective composite daughter par-

ticles (see Section VIB).

the visible particles are approximately massless).
13 In keeping with our conventions from Section II, we use lowercase

letters for both hT and meff , since they are not 1+3 dimensional
quantities.
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Type of Operations

variables First Second Third Notation

Unprojected Partitioning Minimization — MN

Early partitioned
(late projected)

MNT

Partitioning T = ! projection Minimization MN!

Partitioning T = ∨ projection Minimization MN∨

Partitioning T = ◦ projection Minimization MN◦

Late partitioned
(early projected)

MTN

T = ! projection Partitioning Minimization M!N

T = ∨ projection Partitioning Minimization M∨N

T = ◦ projection Partitioning Minimization M◦N

TABLE III: Method of constructing the mass-bound variables and corresponding notation. The Table lists the sequence of
operations performed in the calculation of each variable. “Partitioning” refers to the operations discussed in Sec. VIA and
VIB of partitioning the final state particles into daughter sets and then adding the momenta in each set to form corresponding
composite daughter particles. “Minimization” implies minimizing the largest (suitably projected) parent mass with respect to
(the relevant components of) the missing momenta of all invisible particles; while the remaining operations involve the different
types of transverse projections defined and discussed in Section III.

• Optionally, instead of the 1+3 dimensional parent
mass (85), we may choose to consider the corre-
sponding early-partitioned (late-projected) trans-
verse mass

MaT ≡
√

gαβ (pα
aT + qα

aT )(p
β
aT + qβ

aT ), (86)

or the late-partitioned (early-projected) transverse
mass

MTa ≡
√

gαβ (pα
Ta + qα

Ta)(p
β
Ta + qβ

Ta), (87)

where pα
aT , p

α
Ta, q

α
aT and qα

Ta are the 1+2 dimen-
sional momentum vectors defined in (65), (66), (74)
and (75), correspondingly, and the index T takes
values in {",∨, ◦}, as explained in Section III.14

14 We should point out that the projection specification T ∈
{",∨, ◦} refers to operations on the visible particles. One should
keep in mind that the visible and the invisible composite parti-
cles are a priori independent and so could, in principle, be treated
differently, both in terms of the order of the operations, as well
as regarding the type of transverse projections. For example,
consider the MNT class of variables, where one first forms com-
posite visible particles and transversifies later. In principle, for
the invisible particles, one could perform those operations in the
opposite order and instead of (86) consider

√

gαβ (pα
aT + qα

Ta)(p
β
aT + q

β
Ta)

instead. Furthermore, one could choose a different type of trans-
verse projection for the invisibles than for the visible sector, e.g.

√

gαβ (pα
a! + qα

a∨)(p
β
a! + q

β
a∨)

and so on. One might therefore wonder whether projected vari-
ables need to carry additional indices indicating how the invisible
sector is being handled. In the following, for simplicity we shall
assume that the invisible particles are always projected in exactly

• The last step is to consider the largest hypothesized
parent mass (max [Ma], max [MaT ] or max [MTa]
as appropriate) and minimize it over all possible
values of the unknown invisible momenta consistent
with the constraints. This minimization is always a
well-defined, unambiguous operation, which yields
a unique numerical answer [50], which we shall de-
note as

MN ≡ min∑
#qiT=/#p

T

[

max
a

[Ma]
]

, (88)

MNT ≡ min∑
#qiT=/#p

T

[

max
a

[MaT ]
]

, (89)

MTN ≡ min∑
#qiT=/#p

T

[

max
a

[MTa]
]

, (90)

as indicated in Table III. The minimization over
the unknown parameter is performed in order to
guarentee that the resultant variable cannot be
larger than the mass of the heaviest parent, result-
ing in an event-by-event lower bound on the mass
of the heaviest parent.

These are the basic steps, leading to the variables dis-
played in Table III. This basic set of variables will be
further extended in Section VIII below, by considering
a second level of projections within the transverse plane.
For the remainder of this section, however, we shall stick
to the basic procedures above and focus on the simplest

the same way as the corresponding visible particles, so that the
transversification indices uniquely describe the transverse pro-
jections of both visible and invisible daughters. Those readers
who are curious about the remaining cases (when the visibles
and the invisibles are projected differently) can easily infer the
corresponding results from the formulas given below.
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classes of variables displayed in Table III, namely the
“unprojected” MN and the “singly projected” MNT and
MTN variables.

C. The variables: MN , MNT and MTN

In this subsection we provide analytic formulas (where
available) for calculating each of the basic mass-bound
variables from Table III on an event-by-event basis.

1. The usual (“unprojected”) invariant mass: MN

Here we work directly with the usual (1+3)-
dimensional invariant masses Ma of the parent particles
Pa:

M2
a(Pa,Qa, µ̃a) ≡ (Pa +Qa)

2 (91a)

=
(

Ea + Ẽa

)2
− (!paT + !qaT )

2 − (paz + qaz)
2 . (91b)

The unprojected invariant mass variableMN is defined
by the right hand side of

MN( /M) ≡ min∑
!qiT =/!p

T

[

max
a

[Ma(Pa,Qa, µ̃a)]
]

, (92)

where the minimization needs to be performed over 3NI

degrees of freedom (!qiT and qiz for i = 1, 2, . . . , NI),
subject to the two scalar constraints (51) supplied by
transverse momentum conservation. The invisible parti-
cle momenta !qiT and qiz are fixed by the minimization
and MN does not depend on them.
Note that we have emphasized in the left hand side of

(92) that MN turns out not to be a function of the NI

individual invisible mass hypotheses M̃i in µ̃ =
⋃

a µ̃a,
but instead turns out (see proof in Section IXA) to be a
function of the set

/M =
{

/Ma | a ∈ P
}

. (93)

containing the N “invisible mass-sum parameters, /Ma”
defined by

/Ma ≡
∑

i∈Ia

M̃i. (94)

These mass parameters are simple arithmetic sums of the
hypothesized masses of the individual invisible particles
associated with any given parent Pa.
Notice the simplification in going from the individual

parent masses Ma to the variable MN . The individ-
ual parent masses Ma collectively depend on all invisi-
ble particle masses M̃i, (a total of NI parameters), while
the invariant mass variable MN defined in (92) only de-
pends on the N summed-invisible-mass parameters /Ma,
(a = 1, 2, . . . , N), which are simply related to the indi-
vidual particle masses M̃i via (94). In the most common

cases of N = 1 or N = 2, we will therefore have to
deal with only one or two unknown invisible mass-sum
parameters. A similar reduction in complexity will be
found when we consider the ∨ projected variables, but
there the mass bound will end up depending on a speed-
related parameter for each parent. We see that from now
on the index N can be interpreted not only as the number
of parents, but also as the number of relevant indepen-
dent mass inputs characterizing the invisible sector.
The preceding discussion is best illustrated with a spe-

cific example. Let us consider the simplest case of N = 1.
The minimization of the corresponding variable M1 with
respect to !qiT and qiz is straightforward. One finds that
the minimum is located at [50]

!qiT = /!pT
M̃i

/M1

, (95)

qiz = p1z
M̃i

/M1

√

√

√

√

/M
2
1 + /p2T

M2
1 + p2

1T

, (96)

and its value (see [46]) is given by

M2
1 ( /M1) ≡

(

√

M2
1 + p2

1T +
√

/M
2
1 + /p2T

)2

− u2
T (97)

in which, to save space, we have slightly abused our no-
tation by writing M2

1 ( /M1) in place of M2
1 (
{

/M1

}

) —
a convention we will adopt throughout this document
wherever N = 1. We remind the reader that M1 is the
measured (1+3)-mass of the (single) visible composite
daughter (see also eq. (63))

M1 ≡
√

E2
1 − !p2

1T − p2
1z, (98)

while /M1 is the only invisible mass parameter needed15

defined in (94)

/M1 ≡
NI
∑

i=1

M̃i. (99)

In Ref. [46], the quantity M1( /M1) defined in (97) was

labelled
√
ŝ
(sub)

min :

M1( /M1) ≡
√
ŝ
(sub)

min ( /M1), (100)

since it provides a lower bound on the parton-level center-
of-mass energy of the parent subsystem V1 ⊕ I1, not

15 Note the analogy between /!pT and /M1. /!pT measures the total
transverse momentum of the whole collection of missing particles.
Similarly, /M1 measures the total mass of the whole collection of
missing particles. Both /!pT and /M1 are given by simple sums

of the corresponding quantities !qiT and M̃i of the individual
missing particles, compare (51) and (99).
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there the mass bound will end up depending on a speed-
related parameter for each parent. We see that from now
on the index N can be interpreted not only as the number
of parents, but also as the number of relevant indepen-
dent mass inputs characterizing the invisible sector.
The preceding discussion is best illustrated with a spe-

cific example. Let us consider the simplest case of N = 1.
The minimization of the corresponding variable M1 with
respect to !qiT and qiz is straightforward. One finds that
the minimum is located at [50]

!qiT = /!pT
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/M1

, (95)

qiz = p1z
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, (96)

and its value (see [46]) is given by

M2
1 ( /M1) ≡

(

√

M2
1 + p2

1T +
√

/M
2
1 + /p2T

)2

− u2
T (97)

in which, to save space, we have slightly abused our no-
tation by writing M2

1 ( /M1) in place of M2
1 (
{

/M1

}

) —
a convention we will adopt throughout this document
wherever N = 1. We remind the reader that M1 is the
measured (1+3)-mass of the (single) visible composite
daughter (see also eq. (63))

M1 ≡
√

E2
1 − !p2

1T − p2
1z, (98)

while /M1 is the only invisible mass parameter needed15

defined in (94)

/M1 ≡
NI
∑

i=1

M̃i. (99)

In Ref. [46], the quantity M1( /M1) defined in (97) was

labelled
√
ŝ
(sub)

min :

M1( /M1) ≡
√
ŝ
(sub)

min ( /M1), (100)

since it provides a lower bound on the parton-level center-
of-mass energy of the parent subsystem V1 ⊕ I1, not

15 Note the analogy between /!pT and /M1. /!pT measures the total
transverse momentum of the whole collection of missing particles.
Similarly, /M1 measures the total mass of the whole collection of
missing particles. Both /!pT and /M1 are given by simple sums

of the corresponding quantities !qiT and M̃i of the individual
missing particles, compare (51) and (99).
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classes of variables displayed in Table III, namely the
“unprojected” MN and the “singly projected” MNT and
MTN variables.

C. The variables: MN , MNT and MTN
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variables from Table III on an event-by-event basis.

1. The usual (“unprojected”) invariant mass: MN

Here we work directly with the usual (1+3)-
dimensional invariant masses Ma of the parent particles
Pa:

M2
a(Pa,Qa, µ̃a) ≡ (Pa +Qa)

2 (91a)

=
(

Ea + Ẽa

)2
− (!paT + !qaT )

2 − (paz + qaz)
2 . (91b)
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by the right hand side of

MN( /M) ≡ min∑
!qiT =/!p

T
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max
a

[Ma(Pa,Qa, µ̃a)]
]

, (92)
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⋃
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/Ma | a ∈ P
}

. (93)
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where the sum is over histogram bins, LP (n; x) is the
Poisson likelihood and xi(fSIG, fBG, mmodel

h ) is the ex-
pected number of events if signal and background cross
sections are f times their leading-order Monte Carlo pre-
dictions. The angle brackets indicate an average over the
twenty pseudo-experiments.

The resulting curves of −2∆ logL are plotted in Fig-
ure 3, where ∆ indicates the difference from the minimum
value. The relative precision with which each method can
be expected to measure the Higgs boson mass is deter-
mined from a quadratic fit to −2∆ logL around the min-
imum. The fractional uncertainties (Figure 4) show that
the true transverse mass performs somewhat better than
the approximate version for all mh, so there appears to
be no advantage in making the approximation mi ≈ mv.
When mh > 2mW there is a significant penalty to pay for
assuming mi ≈ mv — the true transverse mass provides
the higher-precision measurement.

The absolute uncertainties (for both variables) will ob-
viously be somewhat broadened when experimental reso-
lution and sub-leading backgrounds are included. While
such detailed simulations are beyond the scope of this
paper, we project that the desirable properties of mtrue

T

will mean it is also the more appropriate variable in the
real world.

One might also expect mtrue
T to be a good selection

variable for Higgs boson discovery and for measuring the
product of cross-section and branching ratio for Higgs
production and di-leptonic decay, by counting the num-
ber of signal events. Indeed, as discussed in the Ap-
pendix, we find that mtrue

T again gives an improvement,
albeit a slight one, over mapprox

T in both cases.

Other Applications

There are many other possible decay processes at the
LHC involving multiple invisible daughters, to which sim-
ilar methods might be applied. One is to decays of new
resonances, such as a Kaluza-Klein gluon from an ex-
tra dimension [29], in the tt channel, followed by semi-
leptonic decays of the tops. For heavy resonances (exist-
ing constraints suggest that a KK gluon should be multi-
TeV, for example), the approximation will certainly be
inappropriate.

A second example is supersymmetric decays involving
both the LSP and neutrinos. There, we do not know
the mass of the LSP and we are forced to resort to a
kink-based method, as in [12, 13, 14, 15].

Conclusions

There seems to be no advantage in using the approxi-
mate version of the transverse mass – whether for Higgs
boson discovery, for mass determination or for measur-
ing event rates. Indeed our simulations show that the
approximation is often counter-productive, particularly
if the objective is to make a Higgs boson mass measure-
ment and especially when mh > 2mW . The true trans-
verse mass is easy to calculate, and (unlike the approxi-
mate version) provides an event-by-event lower bound on
mh.

These results should be cross-checked with more de-
tailed studies with: full detector simulation; more sophis-
ticated models for the signal and background distribution
shape uncertainties; and with calculations to higher or-
ders in αs.4 Future work should also consider the case of
Higgs boson production via vector boson fusion for which
one might expect rather similar results.

Other examples of processes where this generalization
of mT could be used include Kaluza-Klein gluon decays
gKK → tt̄, where the top quarks decay via leptonic W
bosons, and supersymmetric decays involving neutrinos,
such as χ̃+

1 → #νχ̃0
1.

Although we have focussed our attention here on the
decay h → WW , it is worth remarking that, in the case
of an Standard Model Higgs boson with mh > 2mZ , the
decay channel h → 2Z → 4l will allow the Higgs mass to
be measured at the per mille level. Nevertheless, the de-
cay h → WW would provide an important corroborative
measurement.

We are grateful to Bryan Webber for making us aware

4 A subsequent study with full detector simulation [30] confirms
our results and, in addition, suggests that the true transverse
mass appears to have the advantage over m

approx
T

of being less
correlated with ∆φ!!.
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It is expected that hadron collider measurements of the Higgs boson mass using the decay h →
W +W−, followed by the leptonic decay of each W -boson, will be performed by fitting the shape of
a distribution that is sensitive to the Higgs mass. We demonstrate that the variable most commonly
used to measure the Higgs mass in this channel is not optimal as it contains an unnecessary and
even counter-productive approximation. We remove that approximation, without introducing any
cost in complexity, and demonstrate that the new variable is a clear improvement over the old: its
performance is never worse, and in some cases (particularly the high Higgs mass region) it might
reduce the fit uncertainty on the Higgs mass in that channel by a factor approaching two.

Introduction

The mass of the Higgs boson is the last unknown pa-
rameter of the Standard Model. Here, we present a
method to measure it at a hadron collider, assuming the
Higgs exists and is sufficiently massive (mh ! 130 GeV)
that it decays predominantly to W -bosons. The method
is based on the transverse mass observable, mT , that was
originally used to measure the masses of the W -bosons
themselves, via their decays, W → lν, to a lepton and
a neutrino. There, since the neutrino is invisible in a
detector, one cannot simply reconstruct the mass of the
parent W from the invariant mass of the lν daughter sys-
tem; the transverse mass mT circumvents this problem.
Similarly, in the case of Higgs decays to two W s (one or
more of which may be significantly off-mass-shell), then
if the W s subsequently decay leptonically to lν, we end
up with two invisible neutrinos in the final state. We will
describe a generalization of mT whose distribution fea-
tures an edge, which will enable us to extract mh directly.
We believe that the method both complements, and im-
proves upon, existing strategies [1, 2, 3] for measuring mh

in this channel, and we encourage experiments to make
use of it. The distribution should also aid ongoing Higgs
searches at the Tevatron [4, 5].

We also briefly discuss potential applications to mass
measurement of other particles at the LHC, for example
new resonances (such as Kaluza-Klein gluons from an
extra dimension) that decay to tt, as well as the lightest
stable superpartner (LSP) in supersymmetric theories.

The original application of the transverse mass was in
measurement of mW [6, 7, 8]. We define

m2
T ≡ m2

v + m2
i + 2(evei − pv · pi), (1)

where p is the momentum transverse to the beam, e =
√

p · p + m2 denotes the transverse energy, and v and i
label the visible and invisible decay products respectively,
(a charged lepton and a neutrino in the case at hand).

This definition of mT has two desirable features: first,
since the mass of the neutrino is unknown, but negligible,

and the transverse momentum of the neutrino can be
inferred from the missing transverse momentum in the
event, mT is indeed an observable; second, mT is always
bounded above by the mass mW of the parent W . This
is easily shown using the invariant mass constraint

m2
W = m2

v + m2
i + 2(EvEi − pv · pi − qvqi), (2)

where q is the longitudinal momentum and E =
√

q2 + p · p + m2 is the energy, together with the lemma

EvEi − qvqi ≥ eiev, (3)

with equality at Evqi = Eiqv, which the reader may eas-
ily prove for himself. Thus, by computing the distribu-
tion of mT in many events, mW appears as the upper
endpoint. (In practice, the finite decay width of the W
and other effects lead to mW appearing as a Jacobian
peak in the data.)

Recently, a number of generalizations of mT have ap-
peared [9, 10, 11, 12, 13, 14, 15, 16, 17, 18], with di-
verse applications for LHC mass measurements. They
include generalizations to: decays with multiple visible
daughters; decays with a massive invisible daughter (such
as a DM candidate); and decays of pair-produced par-
ent particles. The last of these has already been used
to measure the mass of the top quark in the process
tt → bbW+W− → bbl+l−νν at the Tevatron [19].

More Invisibles

There is one other generalization that can be made,
which is to situations where a single decay in itself con-
tains more than one invisible daughter. Practical ex-
amples include the single Higgs decay h → WW (∗) →
"+"−νν̄, the decay of new resonances (such as a Kaluza-
Klein gluon) to tt, followed by a semi-leptonic decay of
each top, t → bW → blν, or pair decays in supersym-
metric theories with both the lightest superpartner and
neutrinos in the final state. To generalize mT to such a
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Introduction

The mass of the Higgs boson is the last unknown pa-
rameter of the Standard Model. Here, we present a
method to measure it at a hadron collider, assuming the
Higgs exists and is sufficiently massive (mh ! 130 GeV)
that it decays predominantly to W -bosons. The method
is based on the transverse mass observable, mT , that was
originally used to measure the masses of the W -bosons
themselves, via their decays, W → lν, to a lepton and
a neutrino. There, since the neutrino is invisible in a
detector, one cannot simply reconstruct the mass of the
parent W from the invariant mass of the lν daughter sys-
tem; the transverse mass mT circumvents this problem.
Similarly, in the case of Higgs decays to two W s (one or
more of which may be significantly off-mass-shell), then
if the W s subsequently decay leptonically to lν, we end
up with two invisible neutrinos in the final state. We will
describe a generalization of mT whose distribution fea-
tures an edge, which will enable us to extract mh directly.
We believe that the method both complements, and im-
proves upon, existing strategies [1, 2, 3] for measuring mh

in this channel, and we encourage experiments to make
use of it. The distribution should also aid ongoing Higgs
searches at the Tevatron [4, 5].

We also briefly discuss potential applications to mass
measurement of other particles at the LHC, for example
new resonances (such as Kaluza-Klein gluons from an
extra dimension) that decay to tt, as well as the lightest
stable superpartner (LSP) in supersymmetric theories.

The original application of the transverse mass was in
measurement of mW [6, 7, 8]. We define

m2
T ≡ m2

v + m2
i + 2(evei − pv · pi), (1)

where p is the momentum transverse to the beam, e =
√

p · p + m2 denotes the transverse energy, and v and i
label the visible and invisible decay products respectively,
(a charged lepton and a neutrino in the case at hand).

This definition of mT has two desirable features: first,
since the mass of the neutrino is unknown, but negligible,

and the transverse momentum of the neutrino can be
inferred from the missing transverse momentum in the
event, mT is indeed an observable; second, mT is always
bounded above by the mass mW of the parent W . This
is easily shown using the invariant mass constraint

m2
W = m2

v + m2
i + 2(EvEi − pv · pi − qvqi), (2)

where q is the longitudinal momentum and E =
√

q2 + p · p + m2 is the energy, together with the lemma

EvEi − qvqi ≥ eiev, (3)

with equality at Evqi = Eiqv, which the reader may eas-
ily prove for himself. Thus, by computing the distribu-
tion of mT in many events, mW appears as the upper
endpoint. (In practice, the finite decay width of the W
and other effects lead to mW appearing as a Jacobian
peak in the data.)

Recently, a number of generalizations of mT have ap-
peared [9, 10, 11, 12, 13, 14, 15, 16, 17, 18], with di-
verse applications for LHC mass measurements. They
include generalizations to: decays with multiple visible
daughters; decays with a massive invisible daughter (such
as a DM candidate); and decays of pair-produced par-
ent particles. The last of these has already been used
to measure the mass of the top quark in the process
tt → bbW+W− → bbl+l−νν at the Tevatron [19].

More Invisibles

There is one other generalization that can be made,
which is to situations where a single decay in itself con-
tains more than one invisible daughter. Practical ex-
amples include the single Higgs decay h → WW (∗) →
"+"−νν̄, the decay of new resonances (such as a Kaluza-
Klein gluon) to tt, followed by a semi-leptonic decay of
each top, t → bW → blν, or pair decays in supersym-
metric theories with both the lightest superpartner and
neutrinos in the final state. To generalize mT to such a
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FIG. 2: Higgs boson discovery potential as a function of mh,
using only mtrue

T (dotted, shaded) or m�
T (solid, open). The

center of each band indicates the difference in log likelihood
between models with and without a Higgs boson contribu-
tion. Lower values correspond to better discovery potential.
The half-width of the each band gives the root-mean-squared
over 50 trial samples. The integrated luminosity simulated is
10 fb−1.

for comparison, the distribution of the variable mbound
T .

This need not be bounded above by mh if the assumption
that both W -bosons are on-shell is invalid.

In Fig. 2 we compare the Higgs discovery potential,
as a function of mh, using only mtrue

T (dotted, shaded)
or m�

T (solid, unshaded), as measured by the difference
in log likelihood between models with or without a Higgs
boson. In this figure we see the key result of this note: the
Higgs boson discovery potential is improved in the region
mh < 2mW and is unchanged elsewhere. This gives a
strong indication that m�

T is to be preferred to mtrue
T

for Higgs discovery purposes. This improvement may,
of course, be mitigated by an increased correlation of the
new variable with other variables used in the analysis; we
leave this for further investigation. However, we remark
that our cuts were not optimised for m�

T. Optimisation
form�

T might lead to improvements in discovery potential
for mh < 2mW which are greater than those we have
shown already.

As expected, for Higgs boson masses above 2mW we
have m�

T � mtrue
T , and so both variables are equally suc-

cessful there. This begs the question: “Are there better
ways of searching for Higgs bosons in this mass range?”
For these larger masses one might be prepared to make
the hypothesis that both W -bosons are produced on shell,
in which case one could employ the variable mbound

T pro-
posed in [14]. Further simulations [23] suggest that using
this variable does lead to an improvement over mtrue

T and

m�
T for mh > 2mW so it may be possible to gain im-

proved sensitivity for both large and small Higgs boson
masses.
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FIG. 1: Signal-only distributions of mapprox
T

(top) and mtrue
T

(bottom) for various values of mh (in GeV). No cuts on ∆φmax
!!

and pmin
T WW have been applied.

• Relative azimuth ∆φ!! < ∆φmax
!!

• Transverse momentum of the W pair system,
pT WW > pmin

T WW

As has been done in previous studies [1], we optimize the
values of the latter two cuts, ∆φmax

!! and pmin
T WW for each

Higgs boson mass. In this case we select the values which
would be predicted to best constrain mh – experimentally
one would select cuts which would give the best expected
measurement once an approximate Higgs boson mass was
known. The optimal values ranged from 1.4 to 2.4 for
∆φmax

!! and 0 to 10 GeV for pmin
T WW .

Both observables correlate with mh (see Figure 1), so
it is possible to make a mass measurement with either.
However mapprox

T does not provide a strict event-by-event
lower bound on mh, whereas the kinematic endpoint of
the mtrue

T distribution shows a clear edge at mh.
To examine the relative performance of the two vari-

ables, we generate distributions of them for various
choices of mh. This is done for twenty independent
pseudo-experiments (including both signal and the dom-
inant WW background contributions), each correspond-
ing to integrated luminosity of 10 fb−1. Each pseudo-
experiment is compared to (signal and WW background)
model distributions with differing hypotheses of mmodel

h .
An example pseudo-experiment distribution for mtrue

T

is shown in Figure 2. For each pseudo-experiment the
binned log likelihood of the data is calculated. Each
likelihood is maximised over the normalisations of the
model h → WW signal and WW background distribu-
tions, reflecting our uncertainty in the cross-sections and
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FIG. 2: Example pseudo-experiment mtrue
T distribution

(points with error bars) and model distribution (shaded his-
tograms) for integrated luminosity of 10 fb−1. The plot in-
cludes the WW background and is made for mh = mmodel

h =
180 GeV, ∆φmax

!! = 1.8 and pmin
T WW = 10 GeV.
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FIG. 3: Relative log likelihood distributions for various Higgs
boson masses for each of several different input masses and
for both mapprox

T
(dashed) and mtrue

T (solid). The points cor-
respond to integrated luminosity of 10 fb−1, and are plotted
for mh ∈ {130, 140, 150, 160, 170, 180, 200, 220, 240} GeV.

luminosity3:

logL(mh, mmodel
h ) =

〈

max
fSIG

fBG

∑

i

logLP
(

ntrial
i ; xi

)

〉

trials

3 While uncertainties in the shapes of these distributions are also
likely to be important, they are difficult to estimate without col-
lision data and so are not considered in this paper. We note that
shape effects are likely to be more detrimental for m

approx
T

; the
position of the kinematic edge in mtrue

T
should be robust against

uncertainties in smoothly-varying background parameters.
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Figure 7: The dilepton invariant mass distribution (left) after the cut on the transverse momentum p!!T of
the two selected leptons. The azimuthal opening angle ∆φ!! of the two selected leptons (right) after the
cut on the invariant mass. The expected signal is shown in both plots for mH = 150 GeV. The lower part
of each plot shows the ratio between the data and the background expectation from MC, with the yellow
band indicating the total systematic uncertainty in the normalization (but not the shape) of the various
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History repeats but we learn more
and understand better



2

situation, the obvious thing to do is to replace mi in (1)
by the invariant mass of the invisible system [20]. Now,
in any event, mi goes unobserved, but it is useful nev-
ertheless to consider its properties. A first observation
is that mi, though a relativistic invariant, now varies
from event to event, taking values on some real, posi-
tive interval. The endpoints of this interval, mi≶, are
fixed by the particular decay topology. For example, if
a parent of mass m0 undergoes a pointlike three-body
decay to one visible particle of mass mv and two mass-
less invisible particles, the lower and upper endpoints
are given by mi< = 0 and mi> = m0 − mv, respec-
tively, whereas if the decay involves an intermediate res-
onance of mass mI , they are given by mi< = 0 and
mi> =

√

(m2
0 − m2

I)(m
2
I − m2

v)/m2
I .

What is more, it is easy to show that mT is a mono-
tonically increasing function of m2

i . We thus have the
chain of inequalities

mT (mi = mi<) ≤ mT (mi) ≤ m0. (4)

If mi< is known, then mT (mi<) is an observable that
is bounded above by m0; if mi< is unknown, we can
determine it using a generalization of the kink method
described in [12, 13, 14, 15].

Higgs Decays

For the Higgs decay h → WW (∗) → !+!−νν̄, it is
simple enough to show that mi< = 0, when we ignore
the mass of the neutrinos. To wit, consider the on-shell
decay h → WW → !+!−νν̄, with h at rest in the lab-
oratory, in which the two W s are emitted back-to-back.
Then let the two W s decay such that the neutrinos are
emitted parallel to each other (not anti-parallel). In this
configuration, mi = 0. Since mi is positive semi-definite,
mi< = 0. Similar arguments apply to the off-shell decay
h → WW ∗.

That the inequalities in (4) can be made into equal-
ities also follows from the existence of these kinematic
configurations. Thus, by computing

(mtrue
T )2 ≡ m2

T (mi = 0) = m2
v + 2(ev|pi|− pv · pi), (5)

in many events, we should obtain a distribution in mtrue
T

whose endpoint yields the mass of the Higgs boson. Since
the observable defined in (5) is truly bounded above by
m0, we distinguish it from other transverse-mass-like ob-
servables by giving it the label mtrue

T .
In work to date [1, 21, 22], an alternative transverse

mass has been used,

mapprox
T ≡ mT (mi = mv). (6)

The justification for replacing the unknown mi by the ob-
servable mv in those papers is that for Higgs bosons with

masses close to 2mW and produced at or near thresh-
old, each W boson will decay almost at rest, therefore
mi ≈ mv. We note though that mapprox

T is not bounded
above by m0. Not knowing mi and without using the
above approximation, the best lower limit we can place
on mh will be with the true transverse mass (5).

h → WW (∗) simulation

To investigate the relative performance of the alter-
native transverse mass variables (5) and (6) we use the
HERWIG 6.505 [23, 24] Monte Carlo generator, with LHC
beam conditions (

√
s = 14 TeV). Our version of the

generator includes the fix to the h → WW (∗) spin corre-
lations described in [25]. Our simulations do not include
all corrections from higher orders in αs (see e.g. [26] for a
comparison). These will be important to consider when
later comparing against real experimental distributions.

We generate unweighted events for Standard Model
Higgs boson production (gg → h) and for the domi-
nant background, qq̄ → WW .1 Final state hadrons with
pT > 0.5 GeV and pseudorapidity |η| < 5 are clustered
into jets using the longitudinally invariant kT clustering
algorithm for hadron-hadron collisions [27] in the inclu-
sive mode [28] with R = 1.0. The missing transverse mo-
mentum pi is calculated from the vector sum of the trans-
verse momenta of the neutrinos. No detector simulation
is applied in this paper. Detector effects should provide a
relatively small correction since lepton momenta are very
well measured at these energies [1, 2], and the dominant
contribution to the missing transverse momentum pi will
be from recoil against well-measured leptons. There will
be some additional smearing of pi from mismeasured and
out-of-acceptance hadrons but such corrections are small
when the hadronic transverse energy in the event is small
[1].

Selection cuts are applied based on [1], requiring:

• Exactly two leptons ! ∈ {e, µ} with pT > 15 GeV
and |η| < 2.5

• Missing transverse momentum, (pT > 30 GeV

• 12 GeV < m!! < 300 GeV

• No jet with pT > 20 GeV

• Z → ττ rejection: the event was rejected if |mττ −
mZ | < 25 GeV and 0 < xi < 1 for both i ∈ {1, 2}2

1 Other backgrounds, such as Z → 2τ , are rendered sub-dominant
by the cuts discussed below [1].

2 The variable xi is the momentum fraction of the ith tau carried
by its daughter lepton and mττ is the di-tau invariant mass.
They are calculated using the approximation that each τ was
collinear with its daughter lepton.

Barr, Gripaios, Lester 2009, 2011

Konar, Kong, Matchev, Park, 2008 2010
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where in the last line we have introduced the Lorentz 1+2 vectors
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As usual, the length of a 1+2 vector is computed as ||p|| = √
p · p =

√

p20 − p21 − p22.

Before we proceed to the examples of the next few sections, as a sanity check of the

obtained result it is useful to consider some limiting cases. First, by taking the upstream

visible particles to be an empty set, i.e. !PT (up) → 0, we recover the usual expression for√
smin given in eqs. (1.2,1.4). Next, consider a case with no invisible particles, i.e. "M = 0

and correspondingly, " !PT = 0. In that case we obtain that
√
s
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min = M(sub), which is of

course the correct result. Finally, suppose that there are no visible subsystem particles, i.e.

E(sub) = !P(sub) = M(sub) = 0. In that case we obtain
√
s
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min = "M , which is also the correct

answer.

As we shall see, the subsystem concept of Fig. 2 will be most useful when the subsystem

results from the production and decays of a certain number np of parent particles Pj with

masses MPj
, j = 1, 2, . . . , np, correspondingly. Then the total combined mass of all parent

particles is given by
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np
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MPj
. (3.11)

By the conjecture of ref. [1], the location of the peak of the
√
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min ("M) distribution will

provide an approximate measurement of Mp as a function of the unknown parameter "M .

By construction, the obtained relationship Mp("M) will then be completely insensitive to the

effects from the underlying event.

At this point it may seem that by excluding all QCD jets from the subsystem, we have

significantly narrowed down the number of potential applications of the
√
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min variable. Fur-

thermore, we have apparently reintroduced a certain amount of model-dependence which the
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L j�
� i�1

n Pi
j�xi�

�k�1
5 � i�1

n Pi
k�xi�

. �19�

The value of L j for a Higgs boson signal hypothesis ( j
�1) is shown in Fig. 8 where it can be seen that a substan-
tial fraction of the t t̄ and WW background can be removed
for a modest loss of acceptance. The WZ and ZZ back-
grounds have similar distributions to the WW and have been
omitted for clarity. We thus impose the requirement

L j�1�0.10. �20�

The improved results are summarized in Table II.
In identifying the signal events, it is crucial to reconstruct

the mass peak of mh . Unfortunately, the W*W* mass from
the h decay cannot be accurately reconstructed due to the two
undetectable neutrinos. However, both the transverse mass
MT and the cluster transverse mass MC �25�, defined as

MT�2�pT2� ll ��m2� ll �, �21�

MC��pT2� ll ��m2� ll ��E” T , �22�

yield a broad peak near mh and have a long tail below. The
cluster transverse mass MC has a Jacobian structure with a
well-defined edge at mh . We show the nature of these two
variables for the signal with mh�170 GeV and the leading
WW background in Fig. 9�a� for MT and �b� for MC after
application of the likelihood cut. For a given mh to be stud-
ied, one can perform additional cut optimization. In Table
III, we list mh-dependent criteria for the signal region de-
fined as

mh�60�MC�mh�5 GeV. �23�

We illustrate the effect of the optimized cuts of Table III
in Fig. 10, where the cluster tranverse mass distribution for a
mh�170 GeV signal and the summed backgrounds, normal-
ized to 30 fb�1, are shown before �a� and after �b� the final
cuts. A clear excess of events from the Higgs signal can be
seen in Fig. 10�b�. It is important to note that before appli-
cation of the final cuts, the dominant backgrounds are WW
and the W�fake with other sources accounting for less than
10% of the total. Moreover, for 30 fb�1 integrated luminos-
ity, the statistical error in the background is less than 2%
before application of the final cuts. We therefore argue that

TABLE II. h→W*W*→l �̄ l̄� signal cross section �in fb� for
mh�140–190 GeV and various SM backgrounds after the kine-
matical cuts of Eqs. �10�–�16� and the likelihood cut Eq. �20�. W
�fake refers to the background where a jet mimics an electron with
a probability of P( j→e)�10�4. The backgrounds are independent
of mh .

mh �GeV� 140 150 160 170 180 190

Signal �fb� 3.1 3.6 4.5 4.1 2.9 2.0
WW t t̄ ���� WZ ZZ W�fake

Backgrounds �fb� 83 4.5 0 3.1 1.8 13

TABLE III. Summary of the optimized cuts additional to those
in Eqs. �10�–�16� for various Higgs boson mass.

mh �GeV� 140 150 160 170 180 190

cos �l1* �0.6 0.35 0.35 0.55 0.75
E” T �25 25 30 35 40 40
min�MT(l1E” T),MT(l2E” T)� �40 40 75 80 85 75
MT(l1E” T) �60 60
m(ll) �65 65 65 75 85
pT(ll) �40 50 65 70 70 70
�(ll) �100 100 70 70 90 90
MT �110 120 130 140 140

FIG. 8. Distributions for the likelihood variable defined in Eq.
�19� for the signal mh�170 GeV and the leading SM backgrounds
WW and t t̄ .

FIG. 9. Normalized distributions (1/�)d�/dM for the signal
gg→h→W*W*→l �̄ l̄� with mh�170 GeV �histogram� and the
leading WW background �shaded� for �a� the transverse mass de-
fined in Eq. �21� and �b� the cluster transverse mass defined in Eq.
�22�.
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classes of variables displayed in Table III, namely the
“unprojected” MN and the “singly projected” MNT and
MTN variables.

C. The variables: MN , MNT and MTN

In this subsection we provide analytic formulas (where
available) for calculating each of the basic mass-bound
variables from Table III on an event-by-event basis.

1. The usual (“unprojected”) invariant mass: MN

Here we work directly with the usual (1+3)-
dimensional invariant masses Ma of the parent particles
Pa:

M2
a(Pa,Qa, µ̃a) ≡ (Pa +Qa)

2 (91a)

=
�
Ea + Ẽa

�2
− (�paT + �qaT )

2 − (paz + qaz)
2 . (91b)

The unprojected invariant mass variable MN is defined
by the right hand side of

MN ( /M) ≡ min�
�qiT=/�pT

�
max

a
[Ma(Pa,Qa, µ̃a)]

�
, (92)

where the minimization needs to be performed over 3NI
degrees of freedom (�qiT and qiz for i = 1, 2, . . . , NI),
subject to the two scalar constraints (51) supplied by
transverse momentum conservation. The invisible parti-
cle momenta �qiT and qiz are fixed by the minimization
and MN does not depend on them.

Note that we have emphasized in the left hand side of
(92) that MN turns out not to be a function of the NI
individual invisible mass hypotheses M̃i in µ̃ =

�
a µ̃a,

but instead turns out (see proof in Section IXA) to be a
function of the set

/M =
�
/Ma | a ∈ P

�
. (93)

containing the N “invisible mass-sum parameters, /Ma”
defined by

/Ma ≡
�

i∈Ia

M̃i. (94)

These mass parameters are simple arithmetic sums of the
hypothesized masses of the individual invisible particles
associated with any given parent Pa.

Notice the simplification in going from the individual
parent masses Ma to the variable MN . The individ-
ual parent masses Ma collectively depend on all invisi-
ble particle masses M̃i, (a total of NI parameters), while
the invariant mass variable MN defined in (92) only de-
pends on the N summed-invisible-mass parameters /Ma,
(a = 1, 2, . . . , N), which are simply related to the indi-
vidual particle masses M̃i via (94). In the most common

cases of N = 1 or N = 2, we will therefore have to
deal with only one or two unknown invisible mass-sum
parameters. A similar reduction in complexity will be
found when we consider the ∨ projected variables, but
there the mass bound will end up depending on a speed-
related parameter for each parent. We see that from now
on the index N can be interpreted not only as the number
of parents, but also as the number of relevant indepen-
dent mass inputs characterizing the invisible sector.
The preceding discussion is best illustrated with a spe-

cific example. Let us consider the simplest case of N = 1.
The minimization of the corresponding variable M1 with
respect to �qiT and qiz is straightforward. One finds that
the minimum is located at [50]

�qiT = /�pT
M̃i

/M1

, (95)

qiz = p1z
M̃i

/M1

���� /M
2
1 + /p2T

M2
1 + p2

1T

, (96)

and its value (see [46]) is given by

M2
1 ( /M1) ≡

��
M2

1 + p2
1T +

�
/M

2
1 + /p2T

�2

− u2
T (97)

in which, to save space, we have slightly abused our no-
tation by writing M2

1 ( /M1) in place of M2
1 (
�
/M1

�
) —

a convention we will adopt throughout this document
wherever N = 1. We remind the reader that M1 is the
measured (1+3)-mass of the (single) visible composite
daughter (see also eq. (63))

M1 ≡
�

E2
1 − �p2

1T − p2
1z, (98)

while /M1 is the only invisible mass parameter needed15

defined in (94)

/M1 ≡
NI�

i=1

M̃i. (99)

In Ref. [46], the quantity M1( /M1) defined in (97) was

labelled
√
ŝ
(sub)

min :

M1( /M1) ≡
√
ŝ
(sub)

min ( /M1), (100)

since it provides a lower bound on the parton-level center-
of-mass energy of the parent subsystem V1 ⊕ I1, not

15 Note the analogy between /�pT and /M1. /�pT measures the total
transverse momentum of the whole collection of missing particles.
Similarly, /M1 measures the total mass of the whole collection of
missing particles. Both /�pT and /M1 are given by simple sums

of the corresponding quantities �qiT and M̃i of the individual
missing particles, compare (51) and (99).
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Discovery of the Higgs boson in any decay channel depends on the existence of event variables or

cuts with sensitivity to the presence of the Higgs. We demonstrate the non-optimality of the kine-

matic variables which are currently expected to play the largest role in the discovery (or exclusion)

of the Higgs at the LHC in the ττ channel. Any LHC collaboration looking for opportunities to

gain advantages over its rivals should, perhaps, consider the alternative strategy we propose.

Introduction

There is much to be gained from constructing event
variables which place maximal lower-bounds on well de-
fined quantities of interest. Such variables can be used
to select events containing new-physics when the scale of
the property which is being “bounded” is higher in the
signal than in the most important backgrounds. One
may construct the single variable that bounds an arbi-
trary scale by considering that scale (often a mass) to be
a function of all the unknowns in the event (often compo-
nents of invisible particle momenta). Having done this,
the minimal value of this scale over all possible values of
those unknowns, subject to any constraints that need to
be asserted to enforce consistency, is the bound in ques-
tion.1 The transverse mass is an example of such a max-
imal lower-bound variable: when applied to a W → lν
event in a hadron collider it returns the largest possible
lower-bound on the W -mass that may be derived from
that event (given access to the lepton four-momentum
and the missing transverse two-momentum only) assum-
ing that there were no confounding sources of missing
transverse momentum.

Separating Z → ττ from h → ττ

The main background to searches for h → ττ is
Z → ττ , so following the general procedure described
above, one would expect that the best way to separate
the signal from this irreducible background is to con-
struct the variable which provides the maximal lower
bound for the “parent” mass (i.e. mH or mZ in signal
and background respectively) given the observed visible
decay products of the taus together with the net miss-
ing transverse momentum. In a “perfect” detector, such
a variable (we will call it m

Higgs−bound

ττ ) should, by con-
struction, place all the irreducible background Z → ττ
events at values of mHiggs−bound

ττ below mZ , leaving the
region mZ < m

Higgs−bound

ττ ≤ mh available to the signal

1 In [1] a recent attempt has been made to formally write down the
steps that are needed to construct such maximal lower-bounding
variables for a wide class of circumstances.
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FIG. 1: At Monte Carlo truth level, and for signal only,

the distribution of the new mHiggs−bound

ττ variable (black) is

compared to the existing variables mTrue

T [2, 3] (magenta),

mEffective
ττ [4] (blue) and mVisible

ττ [5, 6] (cyan) for a 120 GeV

Higgs decaying to ττ . All histograms are scaled to unit area.

and entirely free of background. Following the general
procedure described above, we are therefore naturally led
to construct mHiggs−bound

ττ defined as follows2:

m
Higgs−bound

ττ = min
{Qµ

1 ,Q
µ
2 |ℵ}

�
HµHµ (1)

where

H
µ = P

µ

1
+Q

µ

1
+ P

µ

2
+Q

µ

2
(2)

is the four momentum sum of the measured visible P
µ

1,2

and hypothesised invisible Q
µ

1,2
momenta of the daugh-

ters of the two taus, and where Qµ

1
and Q

µ

2
are subject to

2 The notation used in this letter follows that of [1] exactly – see
in particular Tables I, II, VI and VII therein for reference. In
the specific context of the decay h → τ1τ2 we denote the mea-
sured four momentum of the visible decay products of the harder
and softer tau by Pµ

1
and Pµ

2
respectively. Each tau has decay

products (one or more neutrinos) which are unobservable. We
cannot measure the momenta of these decay products, but we
denote hypothesised values for them as Qµ

1
and Qµ

2
.
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that event (given access to the lepton four-momentum
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ing that there were no confounding sources of missing
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and background respectively) given the observed visible
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in particular Tables I, II, VI and VII therein for reference. In
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2

constraints ℵ comprising: four internal mass constraints

Qµ
1
Q1µ = 0, (3)

Qµ
2
Q2µ = 0, (4)

(Qµ
1
+ Pµ

1
)(Q1µ + P1µ) = m2

τ , (5)

(Qµ
2
+ Pµ

2
)(Q2µ + P2µ) = m2

τ , (6)

and one constraint on the missing transverse momentum

two-vector

�q1T + �q2T = /�p
T
. (7)

Finally we note that it may be shown that there exists at

least one pair of momenta Qµ
1
and Qµ

2
satisfying all the

constraints if and only if

MT2(P1, P2, /�pT) < mτ (8)

(where MT2 is the stransverse mass [7–9]). Accordingly,

it is necessary to impose a pre-selection (8) on events

before mHiggs−bound

ττ can be computed.

Note the difference between the design of mHiggs−bound

ττ

and the design of another maximal lower-bound kine-

matic variable, mTrue

T
, which was proposed [2, 3] for Higgs

mass measurement in h → WW → lνlν events. The

key difference between the ττ and the WW topologies

(other than the obvious fact that mτ � mW ) is that the

W ’s need not be near their mass shells, particularly when

mh < 2mW . Consequently mTrue

T
does not enforce any

intermediate W mass-shell constraints.
3

Simulations

To compare the performance of mHiggs−bound

ττ against

other mass-scale variables, we simulate both the signal

process h → ττ and the dominant background Z0 → ττ
using the HERWIG 6.505 [11, 12] Monte Carlo generator,

with LHC beam conditions (
√
s = 14 TeV).

The generated tau leptons can decay either leptonically

(e.g. τ− → e−ν̄eντ ) or hadronically (e.g. τ− → Xντ ,
where X consists of hadrons or their subsequent decay

products). The momenta of the visible daughters from

the tau lepton decays – electrons, muons, hadrons and

photons – ought to be well-measured by the LHC exper-

iments. By contrast the contribution of the neutrinos to

/�p
T

must be inferred from the negative sum of the mo-

menta of all observed particles and so can vary consider-

ably from its ideal value. In our simulations the missing

3
Note that one can define a variable that applies only one internal

W -mass constraint. Such a variable may be better than mTrue
T

at measuring mh when mh < 2mW , however it is unlikely to be

better for Higgs discovery since there is no resonant background

of the form Z → WW → lνlν that needs to be suppressed.

For an example of a variable that is not constructed as a mass-

bound variable in the context of the h → WW → lνlν channel,

see mmaos
H

defined in [10].

transverse momentum is reconstructed as

/�p
T
= −

�

j

�p jet

T,j −
�

i

�pT,i,

where the first sum runs over all reconstructed jets, and

the second runs over any stable particles within fiducial

pseudorapidity (|η| < 5) and momentum (pT > 0.5GeV)

that are not clustered into jets.

The jets used to calculate �/p
T
are reconstructed using

the fastjet [13] implementation of the anti-kT algorithm

[14], using the E combination scheme, with distance pa-

rameter R = 0.6 and minimum jet pT of 15GeV. Their

energies are smeared by a Gaussian probability density

function of width

σ(E)/Ej =

�
0.6GeV

1
2 /

�
Ej

�
⊕ 0.03

where Ej is the unsmeared jet energy. This resolution is

typical of one of the general-purpose LHC detectors [15,

16].

In this illustrative example, all combinations of

hadronic and leptonic tau decays are treated on the

same footing. We select events that contain two taus

within |η| < 2.5, the typical angular acceptance of the

tracking detector. We require that the visible decay

products (whether electrons, muons or tau-jets) have

pT > 20 GeV, and that /p
T

> 20 GeV. As noted ear-

lier, when plotting mHiggs−bound

ττ we additionally require

(8) to ensure the existence of a minimisation domain in

(1). This last consistency requirement rejects about 30%

of the remaining events from both the signal and the

Z0 → ττ background sample.
4

Example distributions for mHiggs−bound

ττ (and for a

number of other existing kinematical variables, described

later) can be found at Monte Carlo truth level in Fig-

ure 1 and after basic detector simulation in Figure 2.

We recall that a perfect, hermetic, detector would guar-

entee thatmHiggs−bound

ττ ≤ mh for the signal and similarly

mHiggs−bound

ττ ≤ mZ for the Z → ττ background. In Fig-

ure 2 we observe a small tail of events creeping above the

ideal bound due to the smearing of the missing transverse

momentum. Nevertheless, the signal and background

mHiggs−bound

ττ distributions fall off rapidly above mh and

mZ respectively. We note that because mHiggs−bound

ττ

makes use of the full set of kinematic constraints (3–6),

the space over the hypothesized momenta can be cho-

sen during the minimisation is reduced. This leads to a

large fraction of the events lying close to the the upper

kinematic end-point. The resulting distributions are then

sharply peaked, and show good separation between the

4
If it were desired to ‘use’ these rejected events, they could still

be processed with mTrue
T [2, 3].
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Introduction

There is much to be gained from constructing event
variables which place maximal lower-bounds on well de-
fined quantities of interest. Such variables can be used
to select events containing new-physics when the scale of
the property which is being “bounded” is higher in the
signal than in the most important backgrounds. One
may construct the single variable that bounds an arbi-
trary scale by considering that scale (often a mass) to be
a function of all the unknowns in the event (often compo-
nents of invisible particle momenta). Having done this,
the minimal value of this scale over all possible values of
those unknowns, subject to any constraints that need to
be asserted to enforce consistency, is the bound in ques-
tion.1 The transverse mass is an example of such a max-
imal lower-bound variable: when applied to a W → lν
event in a hadron collider it returns the largest possible
lower-bound on the W -mass that may be derived from
that event (given access to the lepton four-momentum
and the missing transverse two-momentum only) assum-
ing that there were no confounding sources of missing
transverse momentum.

Separating Z → ττ from h → ττ

The main background to searches for h → ττ is
Z → ττ , so following the general procedure described
above, one would expect that the best way to separate
the signal from this irreducible background is to con-
struct the variable which provides the maximal lower
bound for the “parent” mass (i.e. mH or mZ in signal
and background respectively) given the observed visible
decay products of the taus together with the net miss-
ing transverse momentum. In a “perfect” detector, such
a variable (we will call it m

Higgs−bound

ττ ) should, by con-
struction, place all the irreducible background Z → ττ
events at values of mHiggs−bound

ττ below mZ , leaving the
region mZ < m

Higgs−bound

ττ ≤ mh available to the signal

1 In [1] a recent attempt has been made to formally write down the
steps that are needed to construct such maximal lower-bounding
variables for a wide class of circumstances.
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respectively. Each tau has decay

products (one or more neutrinos) which are unobservable. We
cannot measure the momenta of these decay products, but we
denote hypothesised values for them as Qµ
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Discovery of the Higgs boson in any decay channel depends on the existence of event variables or

cuts with sensitivity to the presence of the Higgs. We demonstrate the non-optimality of the kine-

matic variables which are currently expected to play the largest role in the discovery (or exclusion)

of the Higgs at the LHC in the ττ channel. Any LHC collaboration looking for opportunities to

gain advantages over its rivals should, perhaps, consider the alternative strategy we propose.

Introduction

There is much to be gained from constructing event
variables which place maximal lower-bounds on well de-
fined quantities of interest. Such variables can be used
to select events containing new-physics when the scale of
the property which is being “bounded” is higher in the
signal than in the most important backgrounds. One
may construct the single variable that bounds an arbi-
trary scale by considering that scale (often a mass) to be
a function of all the unknowns in the event (often compo-
nents of invisible particle momenta). Having done this,
the minimal value of this scale over all possible values of
those unknowns, subject to any constraints that need to
be asserted to enforce consistency, is the bound in ques-
tion.1 The transverse mass is an example of such a max-
imal lower-bound variable: when applied to a W → lν
event in a hadron collider it returns the largest possible
lower-bound on the W -mass that may be derived from
that event (given access to the lepton four-momentum
and the missing transverse two-momentum only) assum-
ing that there were no confounding sources of missing
transverse momentum.

Separating Z → ττ from h → ττ

The main background to searches for h → ττ is
Z → ττ , so following the general procedure described
above, one would expect that the best way to separate
the signal from this irreducible background is to con-
struct the variable which provides the maximal lower
bound for the “parent” mass (i.e. mH or mZ in signal
and background respectively) given the observed visible
decay products of the taus together with the net miss-
ing transverse momentum. In a “perfect” detector, such
a variable (we will call it m

Higgs−bound

ττ ) should, by con-
struction, place all the irreducible background Z → ττ
events at values of mHiggs−bound

ττ below mZ , leaving the
region mZ < m

Higgs−bound

ττ ≤ mh available to the signal

1 In [1] a recent attempt has been made to formally write down the
steps that are needed to construct such maximal lower-bounding
variables for a wide class of circumstances.
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FIG. 1: At Monte Carlo truth level, and for signal only,

the distribution of the new mHiggs−bound

ττ variable (black) is

compared to the existing variables mTrue

T [2, 3] (magenta),

mEffective
ττ [4] (blue) and mVisible

ττ [5, 6] (cyan) for a 120 GeV

Higgs decaying to ττ . All histograms are scaled to unit area.

and entirely free of background. Following the general
procedure described above, we are therefore naturally led
to construct mHiggs−bound

ττ defined as follows2:
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µ
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are subject to

2 The notation used in this letter follows that of [1] exactly – see
in particular Tables I, II, VI and VII therein for reference. In
the specific context of the decay h → τ1τ2 we denote the mea-
sured four momentum of the visible decay products of the harder
and softer tau by Pµ

1
and Pµ

2
respectively. Each tau has decay

products (one or more neutrinos) which are unobservable. We
cannot measure the momenta of these decay products, but we
denote hypothesised values for them as Qµ
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signal than in the most important backgrounds. One
may construct the single variable that bounds an arbi-
trary scale by considering that scale (often a mass) to be
a function of all the unknowns in the event (often compo-
nents of invisible particle momenta). Having done this,
the minimal value of this scale over all possible values of
those unknowns, subject to any constraints that need to
be asserted to enforce consistency, is the bound in ques-
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lower-bound on the W -mass that may be derived from
that event (given access to the lepton four-momentum
and the missing transverse two-momentum only) assum-
ing that there were no confounding sources of missing
transverse momentum.

Separating Z → ττ from h → ττ

The main background to searches for h → ττ is
Z → ττ , so following the general procedure described
above, one would expect that the best way to separate
the signal from this irreducible background is to con-
struct the variable which provides the maximal lower
bound for the “parent” mass (i.e. mH or mZ in signal
and background respectively) given the observed visible
decay products of the taus together with the net miss-
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Higgs−bound

ττ ) should, by con-
struction, place all the irreducible background Z → ττ
events at values of mHiggs−bound
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region mZ < m

Higgs−bound
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steps that are needed to construct such maximal lower-bounding
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constraints ℵ comprising: four internal mass constraints

Qµ
1
Q1µ = 0, (3)

Qµ
2
Q2µ = 0, (4)

(Qµ
1
+ Pµ

1
)(Q1µ + P1µ) = m2

τ , (5)

(Qµ
2
+ Pµ

2
)(Q2µ + P2µ) = m2

τ , (6)

and one constraint on the missing transverse momentum

two-vector

�q1T + �q2T = /�p
T
. (7)

Finally we note that it may be shown that there exists at

least one pair of momenta Qµ
1
and Qµ

2
satisfying all the

constraints if and only if

MT2(P1, P2, /�pT) < mτ (8)

(where MT2 is the stransverse mass [7–9]). Accordingly,

it is necessary to impose a pre-selection (8) on events

before mHiggs−bound

ττ can be computed.

Note the difference between the design of mHiggs−bound

ττ

and the design of another maximal lower-bound kine-

matic variable, mTrue

T
, which was proposed [2, 3] for Higgs

mass measurement in h → WW → lνlν events. The

key difference between the ττ and the WW topologies

(other than the obvious fact that mτ � mW ) is that the

W ’s need not be near their mass shells, particularly when

mh < 2mW . Consequently mTrue

T
does not enforce any

intermediate W mass-shell constraints.
3

Simulations

To compare the performance of mHiggs−bound

ττ against

other mass-scale variables, we simulate both the signal

process h → ττ and the dominant background Z0 → ττ
using the HERWIG 6.505 [11, 12] Monte Carlo generator,

with LHC beam conditions (
√
s = 14 TeV).

The generated tau leptons can decay either leptonically

(e.g. τ− → e−ν̄eντ ) or hadronically (e.g. τ− → Xντ ,
where X consists of hadrons or their subsequent decay

products). The momenta of the visible daughters from

the tau lepton decays – electrons, muons, hadrons and

photons – ought to be well-measured by the LHC exper-

iments. By contrast the contribution of the neutrinos to

/�p
T

must be inferred from the negative sum of the mo-

menta of all observed particles and so can vary consider-

ably from its ideal value. In our simulations the missing

3
Note that one can define a variable that applies only one internal

W -mass constraint. Such a variable may be better than mTrue
T

at measuring mh when mh < 2mW , however it is unlikely to be

better for Higgs discovery since there is no resonant background

of the form Z → WW → lνlν that needs to be suppressed.

For an example of a variable that is not constructed as a mass-

bound variable in the context of the h → WW → lνlν channel,

see mmaos
H

defined in [10].

transverse momentum is reconstructed as

/�p
T
= −

�

j

�p jet

T,j −
�

i

�pT,i,

where the first sum runs over all reconstructed jets, and

the second runs over any stable particles within fiducial

pseudorapidity (|η| < 5) and momentum (pT > 0.5GeV)

that are not clustered into jets.

The jets used to calculate �/p
T
are reconstructed using

the fastjet [13] implementation of the anti-kT algorithm

[14], using the E combination scheme, with distance pa-

rameter R = 0.6 and minimum jet pT of 15GeV. Their

energies are smeared by a Gaussian probability density

function of width

σ(E)/Ej =

�
0.6GeV

1
2 /

�
Ej

�
⊕ 0.03

where Ej is the unsmeared jet energy. This resolution is

typical of one of the general-purpose LHC detectors [15,

16].

In this illustrative example, all combinations of

hadronic and leptonic tau decays are treated on the

same footing. We select events that contain two taus

within |η| < 2.5, the typical angular acceptance of the

tracking detector. We require that the visible decay

products (whether electrons, muons or tau-jets) have

pT > 20 GeV, and that /p
T

> 20 GeV. As noted ear-

lier, when plotting mHiggs−bound

ττ we additionally require

(8) to ensure the existence of a minimisation domain in

(1). This last consistency requirement rejects about 30%

of the remaining events from both the signal and the

Z0 → ττ background sample.
4

Example distributions for mHiggs−bound

ττ (and for a

number of other existing kinematical variables, described

later) can be found at Monte Carlo truth level in Fig-

ure 1 and after basic detector simulation in Figure 2.

We recall that a perfect, hermetic, detector would guar-

entee thatmHiggs−bound

ττ ≤ mh for the signal and similarly

mHiggs−bound

ττ ≤ mZ for the Z → ττ background. In Fig-

ure 2 we observe a small tail of events creeping above the

ideal bound due to the smearing of the missing transverse

momentum. Nevertheless, the signal and background

mHiggs−bound

ττ distributions fall off rapidly above mh and

mZ respectively. We note that because mHiggs−bound

ττ

makes use of the full set of kinematic constraints (3–6),

the space over the hypothesized momenta can be cho-

sen during the minimisation is reduced. This leads to a

large fraction of the events lying close to the the upper

kinematic end-point. The resulting distributions are then

sharply peaked, and show good separation between the

4
If it were desired to ‘use’ these rejected events, they could still

be processed with mTrue
T [2, 3].
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cuts with sensitivity to the presence of the Higgs. We demonstrate the non-optimality of the kine-

matic variables which are currently expected to play the largest role in the discovery (or exclusion)

of the Higgs at the LHC in the ττ channel. Any LHC collaboration looking for opportunities to

gain advantages over its rivals should, perhaps, consider the alternative strategy we propose.

Introduction

There is much to be gained from constructing event
variables which place maximal lower-bounds on well de-
fined quantities of interest. Such variables can be used
to select events containing new-physics when the scale of
the property which is being “bounded” is higher in the
signal than in the most important backgrounds. One
may construct the single variable that bounds an arbi-
trary scale by considering that scale (often a mass) to be
a function of all the unknowns in the event (often compo-
nents of invisible particle momenta). Having done this,
the minimal value of this scale over all possible values of
those unknowns, subject to any constraints that need to
be asserted to enforce consistency, is the bound in ques-
tion.1 The transverse mass is an example of such a max-
imal lower-bound variable: when applied to a W → lν
event in a hadron collider it returns the largest possible
lower-bound on the W -mass that may be derived from
that event (given access to the lepton four-momentum
and the missing transverse two-momentum only) assum-
ing that there were no confounding sources of missing
transverse momentum.

Separating Z → ττ from h → ττ

The main background to searches for h → ττ is
Z → ττ , so following the general procedure described
above, one would expect that the best way to separate
the signal from this irreducible background is to con-
struct the variable which provides the maximal lower
bound for the “parent” mass (i.e. mH or mZ in signal
and background respectively) given the observed visible
decay products of the taus together with the net miss-
ing transverse momentum. In a “perfect” detector, such
a variable (we will call it m

Higgs−bound

ττ ) should, by con-
struction, place all the irreducible background Z → ττ
events at values of mHiggs−bound

ττ below mZ , leaving the
region mZ < m

Higgs−bound

ττ ≤ mh available to the signal

1 In [1] a recent attempt has been made to formally write down the
steps that are needed to construct such maximal lower-bounding
variables for a wide class of circumstances.
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FIG. 1: At Monte Carlo truth level, and for signal only,

the distribution of the new mHiggs−bound

ττ variable (black) is

compared to the existing variables mTrue

T [2, 3] (magenta),

mEffective
ττ [4] (blue) and mVisible

ττ [5, 6] (cyan) for a 120 GeV

Higgs decaying to ττ . All histograms are scaled to unit area.

and entirely free of background. Following the general
procedure described above, we are therefore naturally led
to construct mHiggs−bound

ττ defined as follows2:
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2 The notation used in this letter follows that of [1] exactly – see
in particular Tables I, II, VI and VII therein for reference. In
the specific context of the decay h → τ1τ2 we denote the mea-
sured four momentum of the visible decay products of the harder
and softer tau by Pµ

1
and Pµ

2
respectively. Each tau has decay

products (one or more neutrinos) which are unobservable. We
cannot measure the momenta of these decay products, but we
denote hypothesised values for them as Qµ
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FIG. 2: The distributions of the various discriminating variables, at detector level and after the selection cuts for the simulated
120 GeV h → ττ signal (solid) and Z → ττ background (dashed). The new variable mHiggs−bound

ττ (a) is shown, as is the
transverse mass mTrue

T (b) and two other variables currently employed by the LHC collaborations, mEffective
ττ (c) and mVisible

ττ

(d). All signal and background histograms are presented with unit normalization to allow comparison of shape.
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FIG. 3: Optimal discovery potential (S/
√
B) using each of

the different discriminating variables. The best discrimina-
tion is found using mHiggs−bound

ττ for those events where it
exists and mTrue

T for the remainder.

distributions fall off rapidly above mh and mZ respec-
tively. We note that because mHiggs−bound

ττ makes use of
the full set of kinematic constraints (3–7), the space over
the hypothesized momenta can be chosen during the min-

imisation is reduced. This leads to a large fraction of the
events lying close to the the upper kinematic end-point.
The resulting distributions are then sharply peaked, and
show good separation between the Higgs Boson signal
and the dominant Standard Model background process.
Figure 2 also shows unit-normalized distributions of

three other mass-sensitive variables. The transverse mass
mTrue

T shown in Figure 2(b) is defined in a similar manner
to mHiggs−bound

ττ , but lacks the τ mass-shell constraints
(5)–(6). Figure 2(c) shows the distribution of the so-
called “tau-tau effective mass”, defined by [4]

(

mEffective
ττ

)2
= (Pµ

1 + Pµ
2 +Rµ)(P1µ + P2µ + Rµ)

where Rµ = (/pT, /"pT, 0) is a massless four-vector con-
structed from the missing transverse momentum. This
variable has been used as a discriminant for fully leptonic
(e±, µ∓) tau events. In our simulations it generates broad
distributions with rather poor separation between signal
and background. Figure 2(d) shows the distributions for
the invariant mass of the visible decay products

(

mVisible
ττ

)2
= (Pµ

1 + Pµ
2 )(P1µ + P2µ),

a discriminant that has been used in observation of
Z → ττ [19] and searches for MSSM Higgs bosons [5, 6].

Application in Higgs to a tau-pair



• The order is: agglomerate, “T”-project, then minimize 
over qiT and qiz. First form each parent mass

• Then minimize the largest one:

• For N=1 the result is

• In general one finds the identity

The late “T”-projected variable MNT 
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counting the uninteresting upstream visible momentum
Uµ. In the special case of a vanishing upstream momen-
tum (uT = 0), M1( /M1) reduces to the global variable√
ŝmin from [50]:

lim
uT→0

M1( /M1) =
√
ŝmin( /M1). (101)

We will not consider the next simplest example (M2)
until Section XH, as simple analytic (as opposed to nu-
merical or iterative) formulae for it are only known to
exist in certain special cases [51], such as when /M1 =
/M2 = M1 = M2 = 0, or when the upstream visible mo-
mentum !uT is either zero or (anti-)parallel to the missing
transverse momentum /!pT .

2. The early partitioned, !-projected invariant mass: MN!

Here the momenta Pµ
a and Qµ

a of the composite par-
ticles are first formed in 1+3 dimensions, as in (53) and
(57), then afterwards are projected on the transverse
plane according to the mass-preserving " method de-
fined in eq. (8) of Sec. III A. This results in transverse
masses of the parents given by

M2
a"(p

α
a",q

α
a", µ̃a) ≡ (pa" + qa")

2 (102a)

≡ (ea" + ẽa")
2 − (!paT + !qaT )

2, (102b)

where the transverse momenta !paT and !qaT are given by
(54) and (58), while the transverse energies ea" and ẽa"
are given by (68) and (77).
Then the “early partitioned, "-projected” variable

MN" is defined in a manner very similar to (92)

MN"( /M) ≡ min∑
"qiT=/"p

T

[

max
a

[Ma"(p
α
a",q

α
a", µ̃a)]

]

.

(103)
Just like MN , this variable also depends only16 on the
N summed-invisible-mass parameters /Ma within /M as
opposed to the NI individual invisible masses M̃i within
µ̃. Eq. (103) again represents a constrained minimization
problem for the 3NI variables !qiT and qiz . Note that in

16 At this point readers who are familiar with the Cambridge mT2

variable [7, 8] have probably recognized that for the special case
of N = 2, the MN! variable (103) recovers the Cambridge mT2.
Note that the original literature [8] on the Cambridge mT2 vari-
able also defined more general variables mTX , e.g. mT3, mT4,
etc. However, we caution readers to make the distinction between
the index “N” in MN!, which refers to the number of hypothe-
sized parents, and the index “X” in the Cambridge mTX , which
stood for the total number of invisible particles (in this paper
denoted by NI). For example, the index “2” in the Cambridge
mT2 notation implies the presence of exactly two invisible parti-
cles, the number of parents already being implicitly assumed to
be two. In contrast, the variable M2! defined in (103) does not
imply any particular number of invisible particles, and in this
sense is equivalent to the whole class of mTX for any X.

spite of its “transverse” index, MN" still depends on the
longitudinal momenta qiz through the transverse energy
ẽa", see (77b).
In order to gain some intuition, let us again consider

the simplest case of N = 1. The minimization of (103) is
once again straightforward and the minimum is found at

!qiT = /!pT
M̃i

/M1

, (104)

qiz = q1z
M̃i

/M1

, (105)

with an arbitrary choice of q1z . This leads to

M2
1"( /M1) ≡

(

√

M2
1 + p2

1T +
√

/M
2
1 + /p2T

)2

− u2
T .

(106)
Comparing (106) to (97), we see that

M1" = M1. (107)

This is in fact a special case of the more general mathe-
matical identity

MN" = MN , (108)

for which a proof is provided in the appendix — see equa-
tion (B49). This identity reveals that “transverse” quan-
tities do not necessarily “forget” about relative longitudi-
nal momenta. In particular, (108) teaches us that when-
ever the composite particles are formed before the trans-
verse projection, the information about the relative lon-
gitudinal momenta is retained, and the result is the same
as if everything was done in 1+3 dimensions throughout.
As a result, MN" automatically inherits all the advan-
tages and disadvantages of its 1+3 cousin MN .

3. The late partitioned, !-projected invariant mass: M!N

This is the first example of an “early projected”, “late
partitioned” variable. We follow the procedure of the pre-
vious subsection VIIC 2, only this time we switch the or-
der of the operations, and we first "-project the momen-
tum of each individual particle on the transverse plane,
before forming composite particles. The transverse in-
variant mass of each composite parent is then given by

M2
"a(p

α
"a,q

α
"a, µ̃a) ≡ (p"a + q"a)

2 (109a)

≡ (e"a + ẽ"a)
2 − (!paT + !qaT )

2, (109b)

with !paT and !qaT still given by (54) and (58), while the
composite transverse energies e"a and ẽ"a are given by
(69) and (78), correspondingly. Notice that these ex-
pressions do not contain the longitudinal momenta piz
and qiz . This is in contrast to the “early partitioned”
case represented by (68) and (77), where the longitudi-
nal momenta appear explicitly. The comparison between
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ẽa", see (77b).
In order to gain some intuition, let us again consider

the simplest case of N = 1. The minimization of (103) is
once again straightforward and the minimum is found at

!qiT = /!pT
M̃i

/M1

, (104)

qiz = q1z
M̃i

/M1

, (105)

with an arbitrary choice of q1z . This leads to

M2
1"( /M1) ≡

(

√

M2
1 + p2

1T +
√

/M
2
1 + /p2T

)2

− u2
T .

(106)
Comparing (106) to (97), we see that

M1" = M1. (107)

This is in fact a special case of the more general mathe-
matical identity

MN" = MN , (108)

for which a proof is provided in the appendix — see equa-
tion (B49). This identity reveals that “transverse” quan-
tities do not necessarily “forget” about relative longitudi-
nal momenta. In particular, (108) teaches us that when-
ever the composite particles are formed before the trans-
verse projection, the information about the relative lon-
gitudinal momenta is retained, and the result is the same
as if everything was done in 1+3 dimensions throughout.
As a result, MN" automatically inherits all the advan-
tages and disadvantages of its 1+3 cousin MN .

3. The late partitioned, !-projected invariant mass: M!N

This is the first example of an “early projected”, “late
partitioned” variable. We follow the procedure of the pre-
vious subsection VIIC 2, only this time we switch the or-
der of the operations, and we first "-project the momen-
tum of each individual particle on the transverse plane,
before forming composite particles. The transverse in-
variant mass of each composite parent is then given by

M2
"a(p

α
"a,q

α
"a, µ̃a) ≡ (p"a + q"a)

2 (109a)

≡ (e"a + ẽ"a)
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tion (B49). This identity reveals that “transverse” quan-
tities do not necessarily “forget” about relative longitudi-
nal momenta. In particular, (108) teaches us that when-
ever the composite particles are formed before the trans-
verse projection, the information about the relative lon-
gitudinal momenta is retained, and the result is the same
as if everything was done in 1+3 dimensions throughout.
As a result, MN" automatically inherits all the advan-
tages and disadvantages of its 1+3 cousin MN .

3. The late partitioned, !-projected invariant mass: M!N

This is the first example of an “early projected”, “late
partitioned” variable. We follow the procedure of the pre-
vious subsection VIIC 2, only this time we switch the or-
der of the operations, and we first "-project the momen-
tum of each individual particle on the transverse plane,
before forming composite particles. The transverse in-
variant mass of each composite parent is then given by

M2
"a(p

α
"a,q

α
"a, µ̃a) ≡ (p"a + q"a)

2 (109a)

≡ (e"a + ẽ"a)
2 − (!paT + !qaT )

2, (109b)

with !paT and !qaT still given by (54) and (58), while the
composite transverse energies e"a and ẽ"a are given by
(69) and (78), correspondingly. Notice that these ex-
pressions do not contain the longitudinal momenta piz
and qiz . This is in contrast to the “early partitioned”
case represented by (68) and (77), where the longitudi-
nal momenta appear explicitly. The comparison between

Text



• The order is: “T”-project, agglomerate, then minimize 
over qiT (there is no qiz dependence). 

• Then minimize the largest one:

• For N=1 the result is

• For massless visible particles (leptons or jets) 

The early“T”-projected variable MTN 

22

19

counting the uninteresting upstream visible momentum
Uµ. In the special case of a vanishing upstream momen-
tum (uT = 0), M1( /M1) reduces to the global variable√
ŝmin from [50]:

lim
uT→0

M1( /M1) =
√
ŝmin( /M1). (101)

We will not consider the next simplest example (M2)
until Section XH, as simple analytic (as opposed to nu-
merical or iterative) formulae for it are only known to
exist in certain special cases [51], such as when /M1 =
/M2 = M1 = M2 = 0, or when the upstream visible mo-
mentum !uT is either zero or (anti-)parallel to the missing
transverse momentum /!pT .

2. The early partitioned, !-projected invariant mass: MN!

Here the momenta Pµ
a and Qµ

a of the composite par-
ticles are first formed in 1+3 dimensions, as in (53) and
(57), then afterwards are projected on the transverse
plane according to the mass-preserving " method de-
fined in eq. (8) of Sec. III A. This results in transverse
masses of the parents given by
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α
a", µ̃a) ≡ (pa" + qa")
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≡ (ea" + ẽa")
2 − (!paT + !qaT )

2, (102b)

where the transverse momenta !paT and !qaT are given by
(54) and (58), while the transverse energies ea" and ẽa"
are given by (68) and (77).
Then the “early partitioned, "-projected” variable

MN" is defined in a manner very similar to (92)

MN"( /M) ≡ min∑
"qiT=/"p

T

[

max
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[Ma"(p
α
a",q

α
a", µ̃a)]

]

.

(103)
Just like MN , this variable also depends only16 on the
N summed-invisible-mass parameters /Ma within /M as
opposed to the NI individual invisible masses M̃i within
µ̃. Eq. (103) again represents a constrained minimization
problem for the 3NI variables !qiT and qiz . Note that in

16 At this point readers who are familiar with the Cambridge mT2

variable [7, 8] have probably recognized that for the special case
of N = 2, the MN! variable (103) recovers the Cambridge mT2.
Note that the original literature [8] on the Cambridge mT2 vari-
able also defined more general variables mTX , e.g. mT3, mT4,
etc. However, we caution readers to make the distinction between
the index “N” in MN!, which refers to the number of hypothe-
sized parents, and the index “X” in the Cambridge mTX , which
stood for the total number of invisible particles (in this paper
denoted by NI). For example, the index “2” in the Cambridge
mT2 notation implies the presence of exactly two invisible parti-
cles, the number of parents already being implicitly assumed to
be two. In contrast, the variable M2! defined in (103) does not
imply any particular number of invisible particles, and in this
sense is equivalent to the whole class of mTX for any X.

spite of its “transverse” index, MN" still depends on the
longitudinal momenta qiz through the transverse energy
ẽa", see (77b).
In order to gain some intuition, let us again consider

the simplest case of N = 1. The minimization of (103) is
once again straightforward and the minimum is found at

!qiT = /!pT
M̃i

/M1

, (104)

qiz = q1z
M̃i

/M1

, (105)

with an arbitrary choice of q1z . This leads to
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Comparing (106) to (97), we see that

M1" = M1. (107)

This is in fact a special case of the more general mathe-
matical identity

MN" = MN , (108)

for which a proof is provided in the appendix — see equa-
tion (B49). This identity reveals that “transverse” quan-
tities do not necessarily “forget” about relative longitudi-
nal momenta. In particular, (108) teaches us that when-
ever the composite particles are formed before the trans-
verse projection, the information about the relative lon-
gitudinal momenta is retained, and the result is the same
as if everything was done in 1+3 dimensions throughout.
As a result, MN" automatically inherits all the advan-
tages and disadvantages of its 1+3 cousin MN .

3. The late partitioned, !-projected invariant mass: M!N

This is the first example of an “early projected”, “late
partitioned” variable. We follow the procedure of the pre-
vious subsection VIIC 2, only this time we switch the or-
der of the operations, and we first "-project the momen-
tum of each individual particle on the transverse plane,
before forming composite particles. The transverse in-
variant mass of each composite parent is then given by

M2
"a(p

α
"a,q

α
"a, µ̃a) ≡ (p"a + q"a)

2 (109a)

≡ (e"a + ẽ"a)
2 − (!paT + !qaT )

2, (109b)

with !paT and !qaT still given by (54) and (58), while the
composite transverse energies e"a and ẽ"a are given by
(69) and (78), correspondingly. Notice that these ex-
pressions do not contain the longitudinal momenta piz
and qiz . This is in contrast to the “early partitioned”
case represented by (68) and (77), where the longitudi-
nal momenta appear explicitly. The comparison between
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We will not consider the next simplest example (M2)
until Section XH, as simple analytic (as opposed to nu-
merical or iterative) formulae for it are only known to
exist in certain special cases [51], such as when /M1 =
/M2 = M1 = M2 = 0, or when the upstream visible mo-
mentum !uT is either zero or (anti-)parallel to the missing
transverse momentum /!pT .

2. The early partitioned, !-projected invariant mass: MN!

Here the momenta Pµ
a and Qµ

a of the composite par-
ticles are first formed in 1+3 dimensions, as in (53) and
(57), then afterwards are projected on the transverse
plane according to the mass-preserving " method de-
fined in eq. (8) of Sec. III A. This results in transverse
masses of the parents given by
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where the transverse momenta !paT and !qaT are given by
(54) and (58), while the transverse energies ea" and ẽa"
are given by (68) and (77).
Then the “early partitioned, "-projected” variable

MN" is defined in a manner very similar to (92)
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Just like MN , this variable also depends only16 on the
N summed-invisible-mass parameters /Ma within /M as
opposed to the NI individual invisible masses M̃i within
µ̃. Eq. (103) again represents a constrained minimization
problem for the 3NI variables !qiT and qiz . Note that in

16 At this point readers who are familiar with the Cambridge mT2

variable [7, 8] have probably recognized that for the special case
of N = 2, the MN! variable (103) recovers the Cambridge mT2.
Note that the original literature [8] on the Cambridge mT2 vari-
able also defined more general variables mTX , e.g. mT3, mT4,
etc. However, we caution readers to make the distinction between
the index “N” in MN!, which refers to the number of hypothe-
sized parents, and the index “X” in the Cambridge mTX , which
stood for the total number of invisible particles (in this paper
denoted by NI). For example, the index “2” in the Cambridge
mT2 notation implies the presence of exactly two invisible parti-
cles, the number of parents already being implicitly assumed to
be two. In contrast, the variable M2! defined in (103) does not
imply any particular number of invisible particles, and in this
sense is equivalent to the whole class of mTX for any X.

spite of its “transverse” index, MN" still depends on the
longitudinal momenta qiz through the transverse energy
ẽa", see (77b).
In order to gain some intuition, let us again consider

the simplest case of N = 1. The minimization of (103) is
once again straightforward and the minimum is found at

!qiT = /!pT
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with an arbitrary choice of q1z . This leads to
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Comparing (106) to (97), we see that

M1" = M1. (107)

This is in fact a special case of the more general mathe-
matical identity

MN" = MN , (108)

for which a proof is provided in the appendix — see equa-
tion (B49). This identity reveals that “transverse” quan-
tities do not necessarily “forget” about relative longitudi-
nal momenta. In particular, (108) teaches us that when-
ever the composite particles are formed before the trans-
verse projection, the information about the relative lon-
gitudinal momenta is retained, and the result is the same
as if everything was done in 1+3 dimensions throughout.
As a result, MN" automatically inherits all the advan-
tages and disadvantages of its 1+3 cousin MN .

3. The late partitioned, !-projected invariant mass: M!N

This is the first example of an “early projected”, “late
partitioned” variable. We follow the procedure of the pre-
vious subsection VIIC 2, only this time we switch the or-
der of the operations, and we first "-project the momen-
tum of each individual particle on the transverse plane,
before forming composite particles. The transverse in-
variant mass of each composite parent is then given by

M2
"a(p

α
"a,q

α
"a, µ̃a) ≡ (p"a + q"a)

2 (109a)

≡ (e"a + ẽ"a)
2 − (!paT + !qaT )

2, (109b)

with !paT and !qaT still given by (54) and (58), while the
composite transverse energies e"a and ẽ"a are given by
(69) and (78), correspondingly. Notice that these ex-
pressions do not contain the longitudinal momenta piz
and qiz . This is in contrast to the “early partitioned”
case represented by (68) and (77), where the longitudi-
nal momenta appear explicitly. The comparison between
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(68) and (77) on the one hand, and (69) and (78) on the
other, nicely illustrates the main point of Section V —
that by adding the momenta before the projection, one
retains sensitivity to the relative longitudinal momenta.
Conversely, when the operations are performed in reverse
order and the transverse projection is done first, the lon-
gitudinal momenta completely drop out of the game.
Now we are ready to apply the usual definition and

obtain

M!N ( /M) ≡ min∑
!qiT=/!p

T

[

max
a

[M!a(p
α
!a,q

α
!a, µ̃a)]

]

.

(110)
Let us again investigate the simplest case of N = 1.

With the help of the transverse momentum conservation
constraint (51), eq. (110) reduces to

M2
!1 = min∑

!qiT=/!p
T





(

NV
∑

i=1

ei! +
NI
∑

i=1

ẽi!

)2

− u2
T





=

(

NV
∑

i=1

ei! + min∑
!qiT =/!p

T

[

NI
∑

i=1

ẽi!

])2

− u2
T .

The minimum is once again found at (104) and we get

M2
!1( /M1) =

(

NV
∑

i=1

√

M2
i + !p 2

iT +
√

/M
2
1 + /p2T

)2

− u2
T .

(111)
As expected, this result differs from (106), although the
two formulas follow a similar pattern. The difference
is only in the term corresponding to the visible sector,
where the transverse energy of the composite visible par-
ticle is computed differently, compare (68a) and (69).
An interesting result emerges if we consider the fur-

ther simplification that all visible particles are massless,
i.e. Mi = 0, ∀ i. This, in fact, is a very good approxima-
tion for the leptons and quarks/gluons of the SM, whose
masses can be safely neglected. Setting Mi = 0 in (111)
and using (83), we get

lim
Mi→0

M2
!1( /M1) =

(

hT +
√

/M
2
1 + /p2T

)2

− u2
T . (112)

This result is quite interesting. It allows us to reinterpret
the usual hT variable in terms of a bona fide invariant
mass variable like M!1, properly accounting for the ef-
fects of upstream visible momentum uT and the total
mass /M1 of the invisible particles present in the event.
We shall return to this point in the next Section IX.
Another interesting result follows from eq. (112) in the

special case when we set /M1 = 0. Using (84), we get

lim
Mi→0

M2
!1( /M1 = 0) =

(

hT + /pT

)2
− u2

T = m2
eff − u2

T ,

(113)
providing a connection between the “effective mass” meff

and M!1(0).

4. The late partitioned, ∨-projected mass: M∨N

This is the second example of an “early projected”
variable, only this time we use the speed-preserving ∨
projection described in Section III B. Correspondingly,
the individual visible (invisible) particles will be charac-
terized by their 3-speeds Vi (Ṽi) instead of their masses
Mi (M̃i) and so we remind the reader of the notation
introduced in (49) and (50).
The 1+2 momentum vectors of the individual particles

after the ∨ projection are obtained from (17)

pαi∨ ≡ (ei∨, !pi∨) =

(

piT
Vi

, !piT

)

, (114)

qαi∨ ≡ (ẽi∨, !qi∨) =

(

qiT

Ṽi

, !qiT

)

. (115)

Then we form composite particles with ∨ projected 1+2
momenta pα

∨a and qα
∨a given by (66) and (75), respec-

tively.
The transverse parent masses are now formed in terms

of pα
∨a and qα

∨a as follows

M2
∨a(p

α
∨a,q

α
∨a, ṽa) ≡ (p∨a + q∨a)

2 (116a)

≡ (e∨a + ẽ∨a)
2 − (!paT + !qaT )

2, (116b)

where the transverse energies e∨a and ẽ∨a are specified
by (71) and (80) and the transverse momenta !paT and
!qaT are given by (54) and (58).

This is a convenient place to introduce another two
small pieces of notation.17 Firstly we will need to define
a “maximum invisible velocity parameter” /Va for each
parent Pa according to

/Va ≡ max
i∈Ia

[

Ṽi

]

. (117)

Then we would like to denote by /V the set of all the
above velocity parameters, i.e.

/V =
{

/Va | a ∈ P
}

. (118)

Now we are in a position to state (see proof in Sec-
tion IXA) that the only dependence of the “late parti-
tioned”, ∨-projected mass variable M∨N on the velocity
parameters of the invisible particles is through /V, i.e.:

M∨N ( /V) ≡ min∑
!qiT=/!p

T

[

max
a

[M∨a(p
α
∨a,q

α
∨a, ṽa)]

]

. (119)

Once again, it is instructive to consider the special case

17 Contrast with the definition of /Ma in equation (94) and the
definition of /M in equation (93).
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Let us again investigate the simplest case of N = 1.

With the help of the transverse momentum conservation
constraint (51), eq. (110) reduces to
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The minimum is once again found at (104) and we get
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As expected, this result differs from (106), although the
two formulas follow a similar pattern. The difference
is only in the term corresponding to the visible sector,
where the transverse energy of the composite visible par-
ticle is computed differently, compare (68a) and (69).
An interesting result emerges if we consider the fur-

ther simplification that all visible particles are massless,
i.e. Mi = 0, ∀ i. This, in fact, is a very good approxima-
tion for the leptons and quarks/gluons of the SM, whose
masses can be safely neglected. Setting Mi = 0 in (111)
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This result is quite interesting. It allows us to reinterpret
the usual hT variable in terms of a bona fide invariant
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fects of upstream visible momentum uT and the total
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Let us again investigate the simplest case of N = 1.

With the help of the transverse momentum conservation
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As expected, this result differs from (106), although the
two formulas follow a similar pattern. The difference
is only in the term corresponding to the visible sector,
where the transverse energy of the composite visible par-
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, !piT

)

, (114)

qαi∨ ≡ (ẽi∨, !qi∨) =

(

qiT

Ṽi

, !qiT

)

. (115)

Then we form composite particles with ∨ projected 1+2
momenta pα

∨a and qα
∨a given by (66) and (75), respec-

tively.
The transverse parent masses are now formed in terms

of pα
∨a and qα

∨a as follows

M2
∨a(p

α
∨a,q

α
∨a, ṽa) ≡ (p∨a + q∨a)

2 (116a)

≡ (e∨a + ẽ∨a)
2 − (!paT + !qaT )

2, (116b)

where the transverse energies e∨a and ẽ∨a are specified
by (71) and (80) and the transverse momenta !paT and
!qaT are given by (54) and (58).

This is a convenient place to introduce another two
small pieces of notation.17 Firstly we will need to define
a “maximum invisible velocity parameter” /Va for each
parent Pa according to

/Va ≡ max
i∈Ia

[

Ṽi

]

. (117)

Then we would like to denote by /V the set of all the
above velocity parameters, i.e.

/V =
{

/Va | a ∈ P
}

. (118)

Now we are in a position to state (see proof in Sec-
tion IXA) that the only dependence of the “late parti-
tioned”, ∨-projected mass variable M∨N on the velocity
parameters of the invisible particles is through /V, i.e.:

M∨N ( /V) ≡ min∑
!qiT=/!p

T

[

max
a

[M∨a(p
α
∨a,q

α
∨a, ṽa)]

]

. (119)

Once again, it is instructive to consider the special case

17 Contrast with the definition of /Ma in equation (94) and the
definition of /M in equation (93).
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and the “late partitioned”, ◦-projected mass variable
M◦N is defined as before:

M◦N ≡ min∑
!qiT =/!p

T

[

max
a

[M◦a(p
α
◦a,q

α
◦a)]

]

. (134)

Notice that the M◦N variables do not depend on any un-
known parameters related to the invisible sector (i.e. we
need no “ /O” where previously we needed an /M or a /V)
and so can be uniquely computed in terms of the mea-
sured momenta of the visible particles and the missing
transverse momentum alone.
Specializing (134) to the simplest case of N = 1, we

get

M2
◦1 = min∑

!qiT =/!p
T


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NV
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ei◦ +
NI
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T
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NV
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ei◦ + min∑
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T

[

NI
∑
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])2

− u2
T

=

(

NV
∑

i=1

piT + min∑
!qiT=/!p

T

[

NI
∑

i=1

qiT

])2

− u2
T .

The minimization over the 2NI variables !qiT is straight-
forward and we obtain several equivalent expressions for
the answer

M2
◦1 =

(

NV
∑

i=1

piT + /pT

)2

− u2
T (135a)

=
(

hT + /pT

)2
− u2

T , (135b)

= m2
eff − u2

T . (135c)

showing the close connection between M◦1 and the usual
hT and meff variables. We see that in the absence of any
upstream visible momentum (!uT = 0), the variable M◦1

itself is nothing but the effective mass meff . However,
these two variables differ if (as is typically the case) the
event also has some nonzero upstream momentum uT .
The importance of the result (135c) is that it teaches us
how to properly account for the presence of UVM in such
cases: uT should be subtracted in quadratures from meff

in order to obtain the proper invariant mass variable (in
this case M◦1). Furthermore, it also reveals the phys-
ical meaning of the widely used meff variable (see also
Sec. XB below): it is the minimum allowed transverse
mass constructed out of “◦”-projected momenta, for a
semi-invisibly decaying parent, whenever that parent is
produced exclusively with uT = 0 (i.e. with no additional
upstream momentum in the event).

7. The early partitioned, ◦-projected mass: MN◦

Finally, we discuss the early partitioned, ◦-projected
version MN◦, where the composite momenta are first

formed in 1+3 dimensions, then transversified via the
“◦” projection:

∑

i∈Va

Pµ
i −→ Pµ

a
◦−→ pα

a◦ = (ea◦, !pa◦) , (136)

∑

i∈Ia

Qµ
i −→ Qµ

a
◦−→ qα

a◦ = (ẽa◦,!qa◦) , (137)

where in light of (72) and (81)
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∣

∣
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∣

∣

∣

∣
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, (138)
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∣
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)

. (139)

These (1+2) composite momenta are now used to form
the corresponding transverse parent masses

M2
a◦(p

α
a◦,q

α
a◦) ≡ (pa◦ + qa◦)

2 (140a)

≡ (ea◦ + ẽa◦)
2 − (!paT + !qaT )

2. (140b)

Now the “early partitioned”, ◦-projected mass variable
MN◦ is defined as before:

MN◦ ≡ min∑
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T
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α
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α
a◦)]

]

. (141)

Just like its cousin M◦N defined in (134), MN◦ does not
depend on any unknown parameters like /Ma or /Va.
Specifying (141) to the simplest case of N = 1, we get

M2
1◦ = min∑
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T
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The minimization over the 2NI variables !qiT gives
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)2
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T (142a)

=
(

|/!pT + !uT |+ /pT

)2
− u2

T (142b)

= 2
(

/!pT · (/!pT + !uT ) + /pT |/!pT + !uT |
)

,(142c)

providing a connection between our M1◦ variable and the
usual missing transverse momentum /pT . In order to see
the physical meaning of /pT , let us take the “no upstream
momentum” limit uT → 0 in (142b) or (142c), resulting
in

lim
uT→0

M2
1◦ = 4/p

2
T
. (143)
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interactions (MPI), multiple hadron-hadron interactions
(pileup) etc., and can probably be safely counted as a
visible daughter. On the other hand, there are also cases
(typically involving jets of hadrons) where the correct
partitioning is not obvious at all. In such cases, one pos-
sible approach is to consider all possible partitions, see
e.g. [9]. Another possible approach would be to devise a
certain set of cuts, using the generic differences between
the kinematics of ISR jets and jets from heavy parent
decays [28, 46–48]. Examples of choices for particular
physical examples can be found in Section X.

VII. THE MASS-BOUND VARIABLES

A. Guiding principles

The guiding principle we employ for creating useful
hadron-collider event variables, is that: we should place
the best possible bounds on any Lorentz invariants of in-
terest, such as parent masses or the center-of-mass en-
ergy ŝ1/2, in any cases where it is not possible to deter-
mine the actual values of those Lorentz invariants due to
incomplete event information. Such incomplete informa-
tion could take the form of lack of knowledge of the lon-
gitudinal momentum of the primary collision, or lack of
knowledge of the 4-momenta of individual invisible par-
ticles, or lack of knowledge of the number of invisible
particles which were present, etc.
We contrast this principle with the alternative ap-

proach that is used to motivate event variables without
any explicit regard to whether they have an interpreta-
tion as an optimal bound of a Lorentz invariant. This
alternative approach tends to recommend the use of vari-
ables that are somewhat ad-hoc, but by construction pos-
sess useful invariances (such as invariance under longitu-
dinal boosts) which are designed to remove sensitivity to
quantities that are unknown. One example of this lat-
ter class of variables, which are usually considered to be
simply “made up” without reference to our guiding prin-
ciple, would include the missing transverse momentum
/!pT (aready seen in (51)) obtained by adding all trans-
verse visible momenta vectorially. Another would be the
so called hT variable12 which is defined as the scalar sum

12 Note that the definition of hT in the literature is not well stan-
dardized. Indeed even one LHC experiment has managed to
define it in three different and inequivalent ways in the space of
just a few years, and sometimes even inconsistently in a single
document (see Section 2 of [1] for further details). The defini-
tion we adopt in equation (83) is the definition which appears,
at present, to be the most widely used in the literature. We
note that a conceivable consequence of this paper might be that
purists will in the future settle on a definition in which hT is
defined as a sum of transverse energies eT instead of transverse
momenta, whereby three different variants would be possible:
h!, h∨ and h◦ (though these three definitions will be almost
equivalent under most practical experimental conditions, where

of the transverse momenta of some class of visible objects
(typically jets) in the event:

hT ≡
NV
∑

i=1

piT . (83)

Another example is the sum of these two variables:

meff ≡ hT + /pT , (84)

a quantity which can be traced back to the original liter-
ature [49] and has become known as an “effective mass”,
even though it is not a mass.13

The main disadvantage of variables like hT and meff ,
is that they do not utilize all the information available;
for example they are completely insensitive to all angles
in the transverse plane. This is why here we would like
to construct a more optimal class of variables, to wit,
those which bound the invariants of interest. These too
must be invariant under global longitudinal boosts since
a bound cannot depend on unknown quantities. However
by explict construction we can ensure that they also make
best use of any available kinematic information.

B. Construction of mass-bounding variables

We are now ready to define the general procedure that
can be used to construct the mass-bound variables. In
fact, we shall describe a broad class of such variables,
where each individual variable M{indices} will be labelled
by a certain set of indices {indices} indicative of the way
the particular variable was constructed, namely:

• Since we are targeting the general event topology
of Fig. 5, where we imagine the inclusive produc-
tion of N parents, each one of our variables will
necessarily carry a corresponding index N . In the
process of constructing such a variable, we will
have to partition (and then agglomerate) the ob-
served visible particles in the event into N groups
Va, (a = 1, 2, . . . , N), as already explained in Sec-
tion VIA. We will then form the 1+3 dimensional
invariant mass of each parent Pa

Ma ≡
√

gµν (P
µ
a +Qµ

a)(Pν
a +Qν

a), (85)

which is constructed out of the 1+3 momenta Pµ
a

and Qµ
a of the respective composite daughter par-

ticles (see Section VIB).

the visible particles are approximately massless).
13 In keeping with our conventions from Section II, we use lowercase

letters for both hT and meff , since they are not 1+3 dimensional
quantities.
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ter class of variables, which are usually considered to be
simply “made up” without reference to our guiding prin-
ciple, would include the missing transverse momentum
/!pT (aready seen in (51)) obtained by adding all trans-
verse visible momenta vectorially. Another would be the
so called hT variable12 which is defined as the scalar sum

12 Note that the definition of hT in the literature is not well stan-
dardized. Indeed even one LHC experiment has managed to
define it in three different and inequivalent ways in the space of
just a few years, and sometimes even inconsistently in a single
document (see Section 2 of [1] for further details). The defini-
tion we adopt in equation (83) is the definition which appears,
at present, to be the most widely used in the literature. We
note that a conceivable consequence of this paper might be that
purists will in the future settle on a definition in which hT is
defined as a sum of transverse energies eT instead of transverse
momenta, whereby three different variants would be possible:
h!, h∨ and h◦ (though these three definitions will be almost
equivalent under most practical experimental conditions, where

of the transverse momenta of some class of visible objects
(typically jets) in the event:

hT ≡
NV
∑

i=1

piT . (83)

Another example is the sum of these two variables:

meff ≡ hT + /pT , (84)

a quantity which can be traced back to the original liter-
ature [49] and has become known as an “effective mass”,
even though it is not a mass.13

The main disadvantage of variables like hT and meff ,
is that they do not utilize all the information available;
for example they are completely insensitive to all angles
in the transverse plane. This is why here we would like
to construct a more optimal class of variables, to wit,
those which bound the invariants of interest. These too
must be invariant under global longitudinal boosts since
a bound cannot depend on unknown quantities. However
by explict construction we can ensure that they also make
best use of any available kinematic information.

B. Construction of mass-bounding variables

We are now ready to define the general procedure that
can be used to construct the mass-bound variables. In
fact, we shall describe a broad class of such variables,
where each individual variable M{indices} will be labelled
by a certain set of indices {indices} indicative of the way
the particular variable was constructed, namely:

• Since we are targeting the general event topology
of Fig. 5, where we imagine the inclusive produc-
tion of N parents, each one of our variables will
necessarily carry a corresponding index N . In the
process of constructing such a variable, we will
have to partition (and then agglomerate) the ob-
served visible particles in the event into N groups
Va, (a = 1, 2, . . . , N), as already explained in Sec-
tion VIA. We will then form the 1+3 dimensional
invariant mass of each parent Pa

Ma ≡
√

gµν (P
µ
a +Qµ

a)(Pν
a +Qν

a), (85)

which is constructed out of the 1+3 momenta Pµ
a

and Qµ
a of the respective composite daughter par-

ticles (see Section VIB).

the visible particles are approximately massless).
13 In keeping with our conventions from Section II, we use lowercase

letters for both hT and meff , since they are not 1+3 dimensional
quantities.
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and the “late partitioned”, ◦-projected mass variable
M◦N is defined as before:

M◦N ≡ min∑
!qiT =/!p

T

[

max
a

[M◦a(p
α
◦a,q

α
◦a)]

]

. (134)

Notice that the M◦N variables do not depend on any un-
known parameters related to the invisible sector (i.e. we
need no “ /O” where previously we needed an /M or a /V)
and so can be uniquely computed in terms of the mea-
sured momenta of the visible particles and the missing
transverse momentum alone.
Specializing (134) to the simplest case of N = 1, we

get

M2
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The minimization over the 2NI variables !qiT is straight-
forward and we obtain several equivalent expressions for
the answer

M2
◦1 =

(

NV
∑

i=1

piT + /pT

)2

− u2
T (135a)

=
(

hT + /pT

)2
− u2

T , (135b)

= m2
eff − u2

T . (135c)

showing the close connection between M◦1 and the usual
hT and meff variables. We see that in the absence of any
upstream visible momentum (!uT = 0), the variable M◦1

itself is nothing but the effective mass meff . However,
these two variables differ if (as is typically the case) the
event also has some nonzero upstream momentum uT .
The importance of the result (135c) is that it teaches us
how to properly account for the presence of UVM in such
cases: uT should be subtracted in quadratures from meff

in order to obtain the proper invariant mass variable (in
this case M◦1). Furthermore, it also reveals the phys-
ical meaning of the widely used meff variable (see also
Sec. XB below): it is the minimum allowed transverse
mass constructed out of “◦”-projected momenta, for a
semi-invisibly decaying parent, whenever that parent is
produced exclusively with uT = 0 (i.e. with no additional
upstream momentum in the event).

7. The early partitioned, ◦-projected mass: MN◦

Finally, we discuss the early partitioned, ◦-projected
version MN◦, where the composite momenta are first

formed in 1+3 dimensions, then transversified via the
“◦” projection:
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a
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These (1+2) composite momenta are now used to form
the corresponding transverse parent masses

M2
a◦(p

α
a◦,q

α
a◦) ≡ (pa◦ + qa◦)

2 (140a)

≡ (ea◦ + ẽa◦)
2 − (!paT + !qaT )

2. (140b)
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Just like its cousin M◦N defined in (134), MN◦ does not
depend on any unknown parameters like /Ma or /Va.
Specifying (141) to the simplest case of N = 1, we get
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The minimization over the 2NI variables !qiT gives
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)

,(142c)

providing a connection between our M1◦ variable and the
usual missing transverse momentum /pT . In order to see
the physical meaning of /pT , let us take the “no upstream
momentum” limit uT → 0 in (142b) or (142c), resulting
in

lim
uT→0

M2
1◦ = 4/p

2
T
. (143)
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sured momenta of the visible particles and the missing
transverse momentum alone.
Specializing (134) to the simplest case of N = 1, we

get

M2
◦1 = min∑

!qiT =/!p
T





(

NV
∑

i=1

ei◦ +
NI
∑

i=1

ẽi◦

)2

− u2
T





=

(

NV
∑

i=1

ei◦ + min∑
!qiT=/!p

T

[

NI
∑

i=1

ẽi◦

])2

− u2
T

=

(

NV
∑

i=1

piT + min∑
!qiT=/!p

T

[

NI
∑

i=1

qiT

])2

− u2
T .

The minimization over the 2NI variables !qiT is straight-
forward and we obtain several equivalent expressions for
the answer

M2
◦1 =

(

NV
∑

i=1

piT + /pT

)2

− u2
T (135a)

=
(

hT + /pT

)2
− u2

T , (135b)

= m2
eff − u2

T . (135c)

showing the close connection between M◦1 and the usual
hT and meff variables. We see that in the absence of any
upstream visible momentum (!uT = 0), the variable M◦1

itself is nothing but the effective mass meff . However,
these two variables differ if (as is typically the case) the
event also has some nonzero upstream momentum uT .
The importance of the result (135c) is that it teaches us
how to properly account for the presence of UVM in such
cases: uT should be subtracted in quadratures from meff

in order to obtain the proper invariant mass variable (in
this case M◦1). Furthermore, it also reveals the phys-
ical meaning of the widely used meff variable (see also
Sec. XB below): it is the minimum allowed transverse
mass constructed out of “◦”-projected momenta, for a
semi-invisibly decaying parent, whenever that parent is
produced exclusively with uT = 0 (i.e. with no additional
upstream momentum in the event).

7. The early partitioned, ◦-projected mass: MN◦

Finally, we discuss the early partitioned, ◦-projected
version MN◦, where the composite momenta are first

formed in 1+3 dimensions, then transversified via the
“◦” projection:

∑

i∈Va

Pµ
i −→ Pµ

a
◦−→ pα

a◦ = (ea◦, !pa◦) , (136)

∑

i∈Ia

Qµ
i −→ Qµ

a
◦−→ qα

a◦ = (ẽa◦,!qa◦) , (137)

where in light of (72) and (81)

pα
a◦ = (ea◦, !pa◦) =

(
∣

∣

∣

∣

∣

∑

i∈Va

!piT

∣

∣

∣

∣

∣

,
∑

i∈Va

!piT

)

, (138)

qα
a◦ = (ẽa◦,!qa◦) =

(
∣

∣

∣

∣

∣

∑

i∈Ia

!qiT

∣

∣

∣

∣

∣

,
∑

i∈Ia

!qiT

)

. (139)

These (1+2) composite momenta are now used to form
the corresponding transverse parent masses

M2
a◦(p

α
a◦,q

α
a◦) ≡ (pa◦ + qa◦)

2 (140a)

≡ (ea◦ + ẽa◦)
2 − (!paT + !qaT )

2. (140b)

Now the “early partitioned”, ◦-projected mass variable
MN◦ is defined as before:

MN◦ ≡ min∑
!qiT=/!p

T

[

max
a

[Ma◦(p
α
a◦,q

α
a◦)]

]

. (141)

Just like its cousin M◦N defined in (134), MN◦ does not
depend on any unknown parameters like /Ma or /Va.
Specifying (141) to the simplest case of N = 1, we get

M2
1◦ = min∑

!qiT=/!p
T

[

(e1◦ + ẽ1◦)
2 − u2

T

]

=

(

e1◦ + min∑
!qiT =/!p

T

[ẽ1◦]

)2

− u2
T

=

(

e1◦ + min∑
!qiT=/!p

T

[
∣

∣

∣

∣

∣

NI
∑

i=1

!qiT

∣

∣

∣

∣

∣

])2

− u2
T .

The minimization over the 2NI variables !qiT gives

M2
1◦ =

(
∣

∣

∣

∣

∣

NV
∑

i=1

!piT

∣

∣

∣

∣

∣

+ /pT

)2

− u2
T (142a)

=
(

|/!pT + !uT |+ /pT

)2
− u2

T (142b)

= 2
(

/!pT · (/!pT + !uT ) + /pT |/!pT + !uT |
)

,(142c)

providing a connection between our M1◦ variable and the
usual missing transverse momentum /pT . In order to see
the physical meaning of /pT , let us take the “no upstream
momentum” limit uT → 0 in (142b) or (142c), resulting
in

lim
uT→0

M2
1◦ = 4/p

2
T
. (143)

Text
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28

of /M
true

[24, 26]. (The one-dimensional version of this
phenomenon was originally discussed in [10–13, 21] and
is known as the mT2 “kink”. Also see [53] for algebraic
singularity in relation to the kink.)

C. Relations among the mass-bound variables

Some of the variables in Table III are related to each
other, either in general23

MN!( /M) = MN( /M), (170)

MN◦⊥ = M◦N⊥ = MN!⊥◦ = MN◦⊥"
= M!N⊥◦ , (171)

M◦⊥N = M◦⊥"N = M!⊥◦N , (172)

or under some special circumstances, e.g. massless par-
ticles:

M!N (
{

/Ma = 0
}

, {Mi = 0}) = M◦N , (173)

M!N⊥(
{

/Ma = 0
}

, {Mi = 0}) = M◦N⊥"
. (174)

Given such exact identities like (170), the reader may
wonder why we even bothered to introduce separately
variables like MN! and MN . In our view, such redun-
dancy is a virtue, since it offers deeper intuitive under-
standing of these kinematic variables, and allows one
to think about the same fundamental quantity in dif-
ferent contexts, e.g. in (1+3)-dimensions or in (1+2)-
dimensions.
We additionally find (see proof terminating in (B53)

in Appendix B 3) that the mass-bounds from Table III
obey a hierarchy:

MN = MN! ≥ M!N ≥ M◦N ≥ MN◦. (175)

Similarly, the doubly-projected mass-bounds from Ta-
ble IV obey the hierarchy

MN!⊥ ≥ M!N⊥ ≥ M!⊥N ≥ M◦⊥N ≥ M◦N⊥ = MN◦⊥.
(176)

From these hierarchies, it becomes apparent that the "-
projected, late-partitioned variables bear a cost associ-
ated with the insensitivity to the longitudinal momenta.
By dropping this information we necessarily weaken the
bound relative to the early-partitioned versions. Inter-
estingly enough, the order of projection and partition
has the opposite effect with the ◦-projection, since both
longitudinal and transverse information is contained in
the masses of the agglomerates, and hence by throwing
away the masses at a later stage, we in fact throw away
maximal information and are forced to produce the worst
possible bound!

23 Previously in (107) we already encountered the N = 1 version of
eq. (170). The general proof for arbitrary N is provided in the
appendix in equation (B49).

X. CONNECTIONS TO OTHER VARIABLES IN
THE LITERATURE

The existing literature is abundant with a number
of (transverse) invariant mass variables which were sug-
gested (at various times and for a variety of reasons) for
the study of missing momentum event topologies (see
[1] for a recent review). At the same time, the mass-
bound variables which we defined earlier in Table III,
were meant to be very general, since they target the
rather generic event topology of Fig. 5, and are intended
to have as few hidden assumptions as possible. It fol-
lows that we should be able to correlate the most useful
mass-scale variables in the literature to one of our mass-
bound variables from Table III.24 The purpose of this
subsection is to demonstrate that this is indeed the case.

A. Missing transverse momentum /pT

The defining feature of any “missing particle” event
is the presence of missing momentum (more precisely,
missing transverse momentum) /pT . This is due to the
production and escape of a certain number of “invisible”
particles, which are either sterile, or very weakly inter-
acting, so that they are not seen in the detector. The
/pT distribution25 is perhaps the most widely studied dis-
tribution in relation to new physics searches, especially
in models with WIMP dark matter candidates like su-
persymmetry, UED and so on. Eq. (142) allows us to
correlate the /pT variable to our M1◦ variable as

M1◦
uT→0−→ 2/pT . (177)

We see that as M1◦ is defined more and more inclu-
sively, it eventually becomes equal to twice the missing
transverse momentum. Thus in the case of a singly pro-
duced parent, eq. (177) allows us to interpret the usual
/pT variable (more precisely, the variable 2/pT ) as a suit-
ably constructed (in the M1◦ sense) transverse invariant
mass of the parent (see also the discussion at the end of
Sec. VIIC 7). In accordance with (166), in the uT → 0
limit the upper kinematic endpoint of the 2/pT distribu-
tion gives a lower bound on the parent mass in events
interpreted as single-parent (N = 1) production.

24 A corollary from this statement is that invariant mass variables
which make similar sorts of assumptions but do not fit into the
classification of Table III, are often both poorly motivated and
sub-optimal.

25 The missing transverse momentum is often labelled called “miss-
ing transverse energy” and labelled /ET or Emiss

T in experimental
papers. As previously discussed we prefer to recognize the im-
porant distinction between energy and momentum, so use the
symbol /pT .

• Late (or no) projection gives a better endpoint structure
• Early projection less sensitive to forward hadronic activity
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Cambridge MT2-type variables

• The “2” in MT2 referred to the number of invisibles
• The “2” here refers to the number of parents
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16 9 Additional estimate of the SUSY mass scale using
√

smin
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Figure 4: Combined exclusion limit in the mSUGRA/CMSSM (m0, m1/2) plane for the High

and Low MT2 analyses with tanβ = 10. In each point, the best of the two individual exclusions

was taken.

For the overall interaction, in which we are interested here,

√
smin(Mmiss,min) =

�
M

2

vis
+ P

2

T,vis
+

�
M

2

miss,min
+ ET/ 2 (9)

where Mvis and PT,vis refer to the total invariant mass and transverse momentum of all visible

particles, ET/ is the missing transverse momentum and Mmiss,min is the minimum missing mass,

i.e. the sum of masses of the unseen particles. As the masses of the unseen particles are a priori

unknown, Mmiss,min remains as a free parameter, often taken to be zero. It was found that if

the visible and unseen energies and momenta are measured from all calorimetric towers, the

resulting
√

s
min

is quite sensitive to ISR and UE [20], [21]. This dependence is largely avoided by

using instead reconstruction quantities (e.g. PF jets) and computing the recoil to the measured

momenta H/T . The distribution of
√

s
min

then displays a peak where the maximum is close to

the threshold c.m.s. energy and hence measures 2× the mass of the parent particles.

A distribution of
√

s
min

is shown in Fig. 5 for events with ≥ 3 jets satisfying all selection cuts

in the signal region with MT2 ≥ 300 GeV. It illustrates the fact that the LM5 signal would

be shifted compared to the background and would strongly enhance it. Moreover, the signal

distribution peaks around 1.6 TeV, which corresponds indeed to twice the mass of the produced

particles. The same figure displays the
√

s
min

distribution for all selected events in data with

≥ 3 jets. Although the statistics is still small, this distribution is in good agreement with the

MC expectation and shows no sign of a signal.

Nevertheless, if a signal is observed in the future, a crude estimate of the produced sparticle

masses can be obtained from the distribution of
√

s
min

for the events in the signal region.
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Figure 5:
√

smin for massless pseudojets including ≥ 3 jets events with MT2 ≥ 300 GeV.

10 Conclusion
We conducted a search for supersymmetry in hadronic final states using the MT2 variable cal-

culated from massless pseudojets. MT2 is strongly correlated with E/T for SUSY processes, yet

provides a natural suppression of QCD backgrounds.

A data set containing 1.1 fb
−1

of integrated luminosity in
√

s = 7 TeV pp collisions taken with

the CMS detector during the 2011 LHC run was analyzed. All candidate events were selected

using hadronic triggers. Two complementary analyses were performed. The High MT2 analy-

sis, targets events from moderately heavy squarks and gluinos which feature naturally a size-

able E/T . The analysis was based on multi-jet events with ≥ 3 jets and events containing a

lepton were vetoed to suppress electroweak processes and tt̄ production. The SM background

prediction from the MC was supplemented by a data-driven estimation, confirming that the

MC gives a realistic estimate. We have shown that the tail of the MT2 distribution, obtained

after this selection, is very sensitive to a potential SUSY signal. No excess beyond the Standard

Model expectations has been found; the agreement between the data and the Standard Model

predictions is very good. A second line of approach, the Low MT2 analysis, was designed to

increase the sensitivity to events with heavy squarks and light gluinos, in which the E/T tends to

be smaller. Therefore, the cut on MT2 was relaxed and compensated by requesting at least one

b-tagged jet and a larger jet multiplicity to suppress the QCD background. A good agreement

between the SM background and the data was again observed. It was confirmed that a higher

signal to background ratio in the region of heavy squarks and light gluinos is found, which

extends the sensitivity to this scenario, compared to the first line of approach.

As no evidence for a signal was found, we set upper limits on the cross section times branching

ratio within our acceptance. Also, exclusions limits were established in the mSUGRA/CMSSM

parameter space.
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Search for supersymmetry in hadronic final states using

MT2 in 7 TeV pp collisions at the LHC

The CMS Collaboration

Abstract

A search for supersymmetry or similar new physics was carried out using a
√

s = 7

TeV pp collisions data sample corresponding to 1.1 fb
−1

of integrated luminosity col-

lected by the CMS experiment at the LHC. Fully hadronic final states were selected

based on the stransverse mass variable MT2. Two complementary analyses were per-

formed. A first one targets the region of parameter space with medium to high squark

and gluino masses, in which the signal can be separated from the Standard Model

backgrounds by a strong cut on MT2. A second analysis has been optimized to look

for events with a light gluino but heavy squarks. In this case, the MT2 cut was re-

laxed, but higher jet multiplicity and an additional b-tag was required. The dominant

backgrounds in both analyses are different. All backgrounds were estimated using

both simulation and data-driven methods. As no excess of events over the expected

background was observed, exclusion limits were derived.
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Fig. 2. 95% C.L. exclusion limits in the (mg̃ , mq̃) plane together with existing limits
[5–9] and contours showing the total supersymmetric cross section, for the sim-
plified squark–gluino model with massless χ̃0

1 . Comparison with existing limits is
illustrative only as some are derived in the context of MSUGRA/CMSSM or may not
assume mχ̃0

1
= 0.

Fig. 3. 95% C.L. exclusion limits in the (m0, m1/2) plane of MSUGRA/CMSSM for
which tanβ = 3, A0 = 0 and µ > 0. Also shown are existing limits [7–9,4] having
the different model assumptions given in the legend. Contours of constant gluino
and squark mass are displayed at 100 GeV intervals.
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Mass-bound variable

Existing N = 1 N = 2

variable M1( /M1) = M1!( /M1) M!1( /M1) M◦1 M1◦ M2( /M) = M2!( /M) M2!⊥( /M)

2/pT = 2/ET uT → 0

meff /M1 → 0, uT → 0 uT → 0
√
ŝ
(sub)
min ( /M1) !

√
ŝmin( /M1) uT → 0

mTeν(Me,Mν) ! ! Me,Mν → 0 Me,Mν → 0

MT,ZZ(MZ) ! !

MC,WW /M1 → 0

mtrue
T /M1 → 0

mreco
TZ′ (MZ) uT → 0 uT → 0

mT2( /M) !

mT2⊥( /M) !

TABLE VI: Correspondence between some of the existing variables in the literature, which were discussed in Section X, and the
corresponding mass-bound variables. A checkmark (!) implies an exact equivalence, otherwise the relevant limiting condition
is listed. The last variable mT2⊥( /Ma) employs the doubly-projected ⊥ construction described in Appendix VIII.

XII. CONCLUSIONS

The main “result” of this paper is the proposal made in
Section VII of a general scheme for constructing and cate-
gorizing the basic invariant mass variables which are best
suited for the study of missing energy events at hadron
colliders. As a demonstration of the utility of this gen-
eral scheme, in Section X we showed how a wide vari-
ety of widely used kinematic variables discussed in the
literature can be properly accommodated in our frame-
work. A short summary of this discussion is presented
in Table VI, which exhibits the connections between the
variables discussed in Section X and the corresponding
mass-bound variables from Tables III and IV. The table
reveals that one can give a new meaning to well-known
variables like /pT and meff , which were originally intro-
duced and defined in a way unrelated to any invariant
mass considerations. Now we see that the same variables
allow an alternative interpretation in terms of bounds on
Lorentz invariants of interest as long as one is using the
“massless” (◦) type of projection for the transversifica-
tion.

Another lesson from Table VI is that depending on the
specific topology, the same bound may be constructed in
different ways. A perfect illustration is provided by the
variable M1 = M1!. As discussed in detail in Sec. XE,
even for the same final state (two leptons and missing
energy), the variable M1 = M1! can emerge as differ-
ing bounds (either MT,ZZ or MC,WW ) depending on the
choice of interpretation of the kinematical information.

But the value of the proposed scheme is not just in

the accommodation of existing techniques and variables.
The primary benefit from our approach is that, having
understood the main principles behind the construction
of a good invariant mass variable, the reader is now pre-
pared to tackle almost any event topology, first by realiz-
ing what are the proper invariant mass variables for the
case at hand, and second, knowing how to construct and
calculate those variables. As discussed in Sections III–VI,
there are a number of choices to be made along the way,
related to the method of transversification, the partition-
ing of the event, and the exact order in which one takes
all those operations. The main guiding principle through
all this is that at the end of the day, one is always going
to construct a bound on the mass of the heaviest parent.
In that sense we are extending the principles and meth-
ods of construction put forth in [7] for mT2 and [50] for√
ŝmin.
As we have seen, many of the generalized mass-bound

variables are already in use at the LHC and elsewhere,
but the majority have, for the moment, the status of
solutions in search of problems.

APPENDIX A: COMPUTER LIBRARIES
OFFERING “TRANSVERSE” ENERGY AND

MASS VARIABLES

Though libraries should be a repository of human
knowledge, any careful experimentalist will already have
recognized that the computer libraries which support
transverse projection methods for Lorentz vectors do not
always produce the expected behavior. A selection of

• All* previous variables are just specializations to a 
specific event topology, massless invisibles, or uT=0

All previous variables are just specializations to a 
specific event topology, massless invisibles or uT=0



Take home lessons
• There are different ways to project on the transverse plane
• Be mindful of the way in which composite particles are 

agglomerated (before or after T)
• Always think which of the 61 variables is most suited for the 

particular case at hand
• The early-agglomerated (late-projected)  “transverse” 

variables are “secretly” 1+3 dimensional

• The dependence on the unknown masses is only through the 
N summed-mass parameters
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of /M
true

[24, 26]. (The one-dimensional version of this
phenomenon was originally discussed in [10–13, 21] and
is known as the mT2 “kink”. Also see [53] for algebraic
singularity in relation to the kink.)

C. Relations among the mass-bound variables

Some of the variables in Table III are related to each
other, either in general23

MN!( /M) = MN( /M), (170)

MN◦⊥ = M◦N⊥ = MN!⊥◦ = MN◦⊥"
= M!N⊥◦ , (171)

M◦⊥N = M◦⊥"N = M!⊥◦N , (172)

or under some special circumstances, e.g. massless par-
ticles:

M!N (
{

/Ma = 0
}

, {Mi = 0}) = M◦N , (173)

M!N⊥(
{

/Ma = 0
}

, {Mi = 0}) = M◦N⊥"
. (174)

Given such exact identities like (170), the reader may
wonder why we even bothered to introduce separately
variables like MN! and MN . In our view, such redun-
dancy is a virtue, since it offers deeper intuitive under-
standing of these kinematic variables, and allows one
to think about the same fundamental quantity in dif-
ferent contexts, e.g. in (1+3)-dimensions or in (1+2)-
dimensions.
We additionally find (see proof terminating in (B53)

in Appendix B 3) that the mass-bounds from Table III
obey a hierarchy:

MN = MN! ≥ M!N ≥ M◦N ≥ MN◦. (175)

Similarly, the doubly-projected mass-bounds from Ta-
ble IV obey the hierarchy

MN!⊥ ≥ M!N⊥ ≥ M!⊥N ≥ M◦⊥N ≥ M◦N⊥ = MN◦⊥.
(176)

From these hierarchies, it becomes apparent that the "-
projected, late-partitioned variables bear a cost associ-
ated with the insensitivity to the longitudinal momenta.
By dropping this information we necessarily weaken the
bound relative to the early-partitioned versions. Inter-
estingly enough, the order of projection and partition
has the opposite effect with the ◦-projection, since both
longitudinal and transverse information is contained in
the masses of the agglomerates, and hence by throwing
away the masses at a later stage, we in fact throw away
maximal information and are forced to produce the worst
possible bound!

23 Previously in (107) we already encountered the N = 1 version of
eq. (170). The general proof for arbitrary N is provided in the
appendix in equation (B49).

X. CONNECTIONS TO OTHER VARIABLES IN
THE LITERATURE

The existing literature is abundant with a number
of (transverse) invariant mass variables which were sug-
gested (at various times and for a variety of reasons) for
the study of missing momentum event topologies (see
[1] for a recent review). At the same time, the mass-
bound variables which we defined earlier in Table III,
were meant to be very general, since they target the
rather generic event topology of Fig. 5, and are intended
to have as few hidden assumptions as possible. It fol-
lows that we should be able to correlate the most useful
mass-scale variables in the literature to one of our mass-
bound variables from Table III.24 The purpose of this
subsection is to demonstrate that this is indeed the case.

A. Missing transverse momentum /pT

The defining feature of any “missing particle” event
is the presence of missing momentum (more precisely,
missing transverse momentum) /pT . This is due to the
production and escape of a certain number of “invisible”
particles, which are either sterile, or very weakly inter-
acting, so that they are not seen in the detector. The
/pT distribution25 is perhaps the most widely studied dis-
tribution in relation to new physics searches, especially
in models with WIMP dark matter candidates like su-
persymmetry, UED and so on. Eq. (142) allows us to
correlate the /pT variable to our M1◦ variable as

M1◦
uT→0−→ 2/pT . (177)

We see that as M1◦ is defined more and more inclu-
sively, it eventually becomes equal to twice the missing
transverse momentum. Thus in the case of a singly pro-
duced parent, eq. (177) allows us to interpret the usual
/pT variable (more precisely, the variable 2/pT ) as a suit-
ably constructed (in the M1◦ sense) transverse invariant
mass of the parent (see also the discussion at the end of
Sec. VIIC 7). In accordance with (166), in the uT → 0
limit the upper kinematic endpoint of the 2/pT distribu-
tion gives a lower bound on the parent mass in events
interpreted as single-parent (N = 1) production.

24 A corollary from this statement is that invariant mass variables
which make similar sorts of assumptions but do not fit into the
classification of Table III, are often both poorly motivated and
sub-optimal.

25 The missing transverse momentum is often labelled called “miss-
ing transverse energy” and labelled /ET or Emiss

T in experimental
papers. As previously discussed we prefer to recognize the im-
porant distinction between energy and momentum, so use the
symbol /pT .
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classes of variables displayed in Table III, namely the
“unprojected” MN and the “singly projected” MNT and
MTN variables.

C. The variables: MN , MNT and MTN

In this subsection we provide analytic formulas (where
available) for calculating each of the basic mass-bound
variables from Table III on an event-by-event basis.

1. The usual (“unprojected”) invariant mass: MN

Here we work directly with the usual (1+3)-
dimensional invariant masses Ma of the parent particles
Pa:

M2
a(Pa,Qa, µ̃a) ≡ (Pa +Qa)

2 (91a)

=
(

Ea + Ẽa

)2
− (!paT + !qaT )

2 − (paz + qaz)
2 . (91b)

The unprojected invariant mass variableMN is defined
by the right hand side of

MN( /M) ≡ min∑
!qiT =/!p

T

[

max
a

[Ma(Pa,Qa, µ̃a)]
]

, (92)

where the minimization needs to be performed over 3NI

degrees of freedom (!qiT and qiz for i = 1, 2, . . . , NI),
subject to the two scalar constraints (51) supplied by
transverse momentum conservation. The invisible parti-
cle momenta !qiT and qiz are fixed by the minimization
and MN does not depend on them.
Note that we have emphasized in the left hand side of

(92) that MN turns out not to be a function of the NI

individual invisible mass hypotheses M̃i in µ̃ =
⋃

a µ̃a,
but instead turns out (see proof in Section IXA) to be a
function of the set

/M =
{

/Ma | a ∈ P
}

. (93)

containing the N “invisible mass-sum parameters, /Ma”
defined by

/Ma ≡
∑

i∈Ia

M̃i. (94)

These mass parameters are simple arithmetic sums of the
hypothesized masses of the individual invisible particles
associated with any given parent Pa.
Notice the simplification in going from the individual

parent masses Ma to the variable MN . The individ-
ual parent masses Ma collectively depend on all invisi-
ble particle masses M̃i, (a total of NI parameters), while
the invariant mass variable MN defined in (92) only de-
pends on the N summed-invisible-mass parameters /Ma,
(a = 1, 2, . . . , N), which are simply related to the indi-
vidual particle masses M̃i via (94). In the most common

cases of N = 1 or N = 2, we will therefore have to
deal with only one or two unknown invisible mass-sum
parameters. A similar reduction in complexity will be
found when we consider the ∨ projected variables, but
there the mass bound will end up depending on a speed-
related parameter for each parent. We see that from now
on the index N can be interpreted not only as the number
of parents, but also as the number of relevant indepen-
dent mass inputs characterizing the invisible sector.
The preceding discussion is best illustrated with a spe-

cific example. Let us consider the simplest case of N = 1.
The minimization of the corresponding variable M1 with
respect to !qiT and qiz is straightforward. One finds that
the minimum is located at [50]

!qiT = /!pT
M̃i

/M1

, (95)

qiz = p1z
M̃i

/M1

√

√

√

√

/M
2
1 + /p2T

M2
1 + p2

1T

, (96)

and its value (see [46]) is given by

M2
1 ( /M1) ≡

(

√

M2
1 + p2

1T +
√

/M
2
1 + /p2T

)2

− u2
T (97)

in which, to save space, we have slightly abused our no-
tation by writing M2

1 ( /M1) in place of M2
1 (
{

/M1

}

) —
a convention we will adopt throughout this document
wherever N = 1. We remind the reader that M1 is the
measured (1+3)-mass of the (single) visible composite
daughter (see also eq. (63))

M1 ≡
√

E2
1 − !p2

1T − p2
1z, (98)

while /M1 is the only invisible mass parameter needed15

defined in (94)

/M1 ≡
NI
∑

i=1

M̃i. (99)

In Ref. [46], the quantity M1( /M1) defined in (97) was

labelled
√
ŝ
(sub)

min :

M1( /M1) ≡
√
ŝ
(sub)

min ( /M1), (100)

since it provides a lower bound on the parton-level center-
of-mass energy of the parent subsystem V1 ⊕ I1, not

15 Note the analogy between /!pT and /M1. /!pT measures the total
transverse momentum of the whole collection of missing particles.
Similarly, /M1 measures the total mass of the whole collection of
missing particles. Both /!pT and /M1 are given by simple sums

of the corresponding quantities !qiT and M̃i of the individual
missing particles, compare (51) and (99).
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