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Neutrino Reactions in SNO 

- only detects νe
- good measurement of νe energy spectrum

- measures total 8B ν flux from the Sun
- equal cross section for all ν flavours

NC

ES

- mainly sensitive to νe
- strong directional sensitivity

CC νe + d→ p + p + e−

ν x + d→ p + n + ν x

ν x + e
− → ν x + e

−
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SNO Final Combined 3-Phase Analysis
arXiv:1109.0763

previous NCD analysis only used energy spectrum shape 
to distinguish neutrons from alphas

new analysis used pulse shape differences to separate
neutrons                                        alphas
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ods with a 24Na source distributed uniformly through-
out the detector [25], which produced neutrons similar to
those from 8B neutrino NC reactions. These calibrations
were performed in 2005 and 2006, and were respectively
referred to as 24Na-2005 and 24Na-2006. A composite
source of 241Am and 9Be, referred to as AmBe, produced
a point-like source of neutrons. This source was posi-
tioned throughout the detector during six significant cal-
ibration campaigns spanning Phase III. These data were
useful for assessing systematic uncertainties associated
with temporal and spatial variations in the neutron de-
tection e�ciency and PDF of ENCD.

IV.1. Particle identification in the NCD array

Before analyzing the waveforms, the e↵ect of the log-
arithmic amplifier was removed using parameters deter-
mined from various calibration pulses in a process re-
ferred to as de-logging [14].

Two particle identification parameters, p

a

and p

b

, were
based on fitting the waveforms to libraries of known neu-
tron and alpha waveforms. Each waveform was fitted to
each library waveform based on a �

2 method. The rel-
ative start time of the event and library waveforms was
varied to find the minimum �

2. In both cases the fits
did not extend to later times to avoid the e↵ects of ion
mobility. Both of these particle identification parameters
were defined by

log

✓
�

2
↵

�

2
n

◆
, (15)

where �

2
↵

and �

2
n

, respectively, were the best �

2s from
the alpha and neutron hypotheses. The libraries used
to calculate p

a

were primarily based on simulation [30],
and the �

2 was calculated between where the waveform
first crossed a value equal to 10% of the peak value and
where it first returned to 30% of the peak value [31].
Figure 3 shows some sample fits. This clearly shows the
broad waveform for neutrons with a proton-triton trajec-
tory that was roughly perpendicular to the anode, which
allows them to be separated from alphas.

To calculate p

b

, the neutron library was obtained from
24Na-2005 data, and the alpha library was obtained from
events on the strings filled with 4He [32]. The �

2 was
calculated between where the waveform first crossed a
value equal to 10% of the peak value and where it first
returned to 40% of the peak value. The libraries for this
parameter included events that were used in later studies
to evaluate performance. We excluded fitting a waveform
to itself because this would result in a �

2 equal to zero,
i.e. a perfect match.

The remaining two particle identification parameters,
p

c

and p

d

, were respectively based on the kurtosis and
skewness of the waveform after smoothing the waveform
and deconvolving the e↵ects of ion mobility assuming an
ion drift time of 16 ns. The skewness and kurtosis were
calculated using the region between where the waveform
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FIG. 3. Sample waveforms. The top plot shows a neutron
waveform (black) obtained from 24Na calibration data with
the best fit to the neutron hypothesis (red). The bottom plot
shows an alpha waveform (black) obtained from a string filled
with 4He with the best fit to the alpha hypothesis (red). The
vertical lines represent the fit boundaries.

first crossed a value equal to 20% of the maximum and
where it first returned to 20% of the peak value.

Figure 4 shows the distribution of the particle identi-
fication parameters for known neutron and alpha events.
The left plot shows that p

a

and p

b

were highly corre-
lated, which was unsurprising given their similar defi-
nitions. This plot also shows that a cut on these two
parameters (PID cut 1) removes almost all alpha events
while preserving the majority of neutron events. This
cut selected events where the alpha hypothesis was sig-
nificantly worse than the neutron hypothesis. After this
cut, we recovered approximately 5% of the neutron events
with a second cut on p

c

and p

d

(PID cut 2). PID cut 2
was only applied to events that failed PID cut 1, and
selected events with high skewness (p

d

) or low kurtosis
(p

c

), i.e. the waveforms were not symmetric in time or
had a relatively flat peak. This combined cut, selecting
events that passed PID cuts 1 or 2, was used for the rest

9

ods with a 24Na source distributed uniformly through-
out the detector [25], which produced neutrons similar to
those from 8B neutrino NC reactions. These calibrations
were performed in 2005 and 2006, and were respectively
referred to as 24Na-2005 and 24Na-2006. A composite
source of 241Am and 9Be, referred to as AmBe, produced
a point-like source of neutrons. This source was posi-
tioned throughout the detector during six significant cal-
ibration campaigns spanning Phase III. These data were
useful for assessing systematic uncertainties associated
with temporal and spatial variations in the neutron de-
tection e�ciency and PDF of ENCD.

IV.1. Particle identification in the NCD array

Before analyzing the waveforms, the e↵ect of the log-
arithmic amplifier was removed using parameters deter-
mined from various calibration pulses in a process re-
ferred to as de-logging [14].

Two particle identification parameters, p

a

and p

b

, were
based on fitting the waveforms to libraries of known neu-
tron and alpha waveforms. Each waveform was fitted to
each library waveform based on a �

2 method. The rel-
ative start time of the event and library waveforms was
varied to find the minimum �

2. In both cases the fits
did not extend to later times to avoid the e↵ects of ion
mobility. Both of these particle identification parameters
were defined by

log

✓
�

2
↵

�

2
n

◆
, (15)

where �

2
↵

and �

2
n

, respectively, were the best �

2s from
the alpha and neutron hypotheses. The libraries used
to calculate p

a

were primarily based on simulation [30],
and the �

2 was calculated between where the waveform
first crossed a value equal to 10% of the peak value and
where it first returned to 30% of the peak value [31].
Figure 3 shows some sample fits. This clearly shows the
broad waveform for neutrons with a proton-triton trajec-
tory that was roughly perpendicular to the anode, which
allows them to be separated from alphas.

To calculate p

b

, the neutron library was obtained from
24Na-2005 data, and the alpha library was obtained from
events on the strings filled with 4He [32]. The �

2 was
calculated between where the waveform first crossed a
value equal to 10% of the peak value and where it first
returned to 40% of the peak value. The libraries for this
parameter included events that were used in later studies
to evaluate performance. We excluded fitting a waveform
to itself because this would result in a �

2 equal to zero,
i.e. a perfect match.

The remaining two particle identification parameters,
p

c

and p

d

, were respectively based on the kurtosis and
skewness of the waveform after smoothing the waveform
and deconvolving the e↵ects of ion mobility assuming an
ion drift time of 16 ns. The skewness and kurtosis were
calculated using the region between where the waveform

Time (ns)
1500 2000 2500 3000 3500 4000 4500 5000

0

0.2

0.4

0.6

0.8

-310×

Time (ns)
1500 2000 2500 3000 3500 4000 4500 5000

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

FIG. 3. Sample waveforms. The top plot shows a neutron
waveform (black) obtained from 24Na calibration data with
the best fit to the neutron hypothesis (red). The bottom plot
shows an alpha waveform (black) obtained from a string filled
with 4He with the best fit to the alpha hypothesis (red). The
vertical lines represent the fit boundaries.

first crossed a value equal to 20% of the maximum and
where it first returned to 20% of the peak value.

Figure 4 shows the distribution of the particle identi-
fication parameters for known neutron and alpha events.
The left plot shows that p

a

and p

b

were highly corre-
lated, which was unsurprising given their similar defi-
nitions. This plot also shows that a cut on these two
parameters (PID cut 1) removes almost all alpha events
while preserving the majority of neutron events. This
cut selected events where the alpha hypothesis was sig-
nificantly worse than the neutron hypothesis. After this
cut, we recovered approximately 5% of the neutron events
with a second cut on p

c

and p

d

(PID cut 2). PID cut 2
was only applied to events that failed PID cut 1, and
selected events with high skewness (p

d

) or low kurtosis
(p

c

), i.e. the waveforms were not symmetric in time or
had a relatively flat peak. This combined cut, selecting
events that passed PID cuts 1 or 2, was used for the rest

data from 4He
filled counter

calibration with
24Na spike



24Na “neutron” spike

24NaCl activated in a nuclear reactor
 t1/2 = 14.96 hr

injected a small amount of this salt into the heavy water 
and mixed to achieve uniform distribution

2.75 MeV gamma ray produces neutrons via 
photodissociation of deuterons

...produces a uniform distribution neutron spike to 
calibrate the response of all the NCD 3He counters, plus 
temporal and spatial variations of the neutron detection 
efficiency

24Na!

24Mg!

2.75 MeV!

1.37 MeV!
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Effect of Particle ID
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FIG. 4. Distribution of particle identification parameters for
neutron events (boxes, where the area represents the number
of events) and alpha events (red marks). The line represents
the boundary for cuts. PID cut 1 applies to parameters pa

and pb, and PID cut 2 applies to parameters pc and pd for
events that failed PID cut 1.
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FIG. 5. E
NCD

spectrum before (brown) and after (red) the
particle identification cut. From left to right the plots are for
24Na calibration data (neutrons), data from strings filled with
4He (alphas), and data from strings filled with 3He.

of this analysis.
Figure 5 shows that the particle identification cut re-

moves almost all the events on the strings filled with
4He, i.e. alpha events, while maintaining the majority
of the 24Na calibration events, i.e. neutron events. This
also shows that the fraction of alpha events removed by
the particle identification cut was relatively constant as
a function of ENCD. The right most plot of Figure 5
shows that the alpha background was significantly re-
duced, leaving what was clearly mostly neutron events.

Figure 6 shows the fraction of neutron events surviving
the combined particle identification cut, ✏PID, as a func-
tion of neutron capture string for 24Na-2005 and 24Na-

string
0 5 10 15 20 25 30 35 40

εp
id

0.72

0.74

0.76

0.78

0.8

FIG. 6. ✏
PID

as a function of string for the 24Na-2005(black)
and 24Na-2006(red) data. Fits to straight lines give 0.7505±
0.0035 with �2/NDF of 24.1/29 and 0.7467 ± 0.0018 with
�2/NDF of 49.3/29, respectively.

2006 data. Table IV shows the average obtained from
these measurements. The high �

2/NDF obtained with
the 24Na-2006 data suggests a slight variation in ✏PID as
a function of string; however, the correlation between the
✏PID calculated for each string between the 2005 and 2006
calibrations was only 0.159, which was so small that it
suggested random string-to-string variation instead of a
feature of the NCD array.

TABLE IV. ✏
PID

obtained with the 24Na-2005 and 24Na-2006
data. The weighted average included a scaling of the uncer-
tainty by

p
�2/NDF for the 24Na-2006 data.

Data ✏

PID

�

2

/NDF
24Na-2005 0.7505 ± 0.0035 24.1/29
24Na-2006 0.7467 ± 0.0018 49.3/29
Weighted average 0.7478 ± 0.0019

Table V summarizes the systematic uncertainties as-
sociated with ✏PID. Based on the methods for deriving
these systematic uncertainties, we assumed most corre-
lations were zero. A correlation of 0.50 was assumed
between the following pairs of systematic uncertainties:
de-logging and 24Na uniformity, de-logging and temporal
variation, p

a

correction and 24Na uniformity, p

a

correc-
tion and temporal variation, and p

a

correction and de-
logging. Including these correlations the total absolute
systematic uncertainty was 0.0065. Combining the sys-
tematic and statistical uncertainties in quadrature led to
a total absolute uncertainty of 0.0068.

The 24Na calibration data used to calculate ✏PID had
a measured variation in the neutron production rate as
a function of z position of less than 10% between the
maximum and the value at z = 0. Figure 7 shows that



Non-Neutron, Non-Alpha

“unknown unknowns” [D. Rumsfeld] were quantified
neutron energy pdf comes from 24Na spike calibration
alpha energy pdf ought to be satisfactorily described with zeroth- 

order polynomial (in the neutron energy region)
from SNO’s Phase III paper

 “Low-energy instrumental background events were found on two strings that were excluded from the analysis. Distributions of 
these events were used to fit for possible additional contamination in the data on the rest of the array.”

we don’t see spurious pulses on the good NCD counters; but how 
do we set a limit on the quantity of a possible unknown pulse?
 by allowing arbitrary (but non-conspiratorial) pulse shapes to 

distort the alpha background energy pdf
 we describe this in our new Combined 3-Phase Analysis

Pα (E) = p0[P0 (E) + pnPn (E)]
n=1

Nmax

∑
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spectrum for events on the strings filled with
4He after the particle identification cut. The black, red, green,
and blue lines, respectively, show the PDFs used to simulate
alpha events for N

max

equal to one, two, three, and four.

the chances of erroneously choosing a higher order poly-
nomial, so a larger improvement in �

2 was required. Ref-
erence [33] gives the changes in �

2 defined as significant.
This method was generic to any type of background,
including instrumental backgrounds, provided they did
not have features sharper than the assumed background
shape.

We tested the bias of this method using simulated data.
The mean number of neutron events in these sets of simu-
lated data was based on the number of neutrons obtained
from the previous analysis of data from Phase III [8]
and ✏PID. The ENCD values for these simulated neutron
events were obtained from events that passed the particle
identification cut in the 24Na-2006 data [34]. The mean
number of alpha events in these sets of simulated data
was based on the number of alphas obtained from the
previous analysis of data from Phase III [8] and the ap-
proximate fraction of alpha events removed by the parti-
cle identification cut. The ENCD values for the simulated
alpha events were obtained from events that passed the
particle identification cut in the strings filled with 4He.
Because these strings did not have enough events, instead
of using these events directly, we fitted the limited data
to polynomials of the form in Equation 16 with Nmax

varied from 1 to 4, and then used these polynomials to
simulate as many ENCD values as necessary. In order to
test extreme possibilities for the alpha event ENCD distri-
butions, the highest order term from the fit was changed
by plus and minus 2�, resulting in the eight di↵erent
PDFs shown in Figure 8. The bias was less than 2% for
all eight alpha PDFs.

Since only the 24Na-2006 data were used to determine
the PDF of ENCD for neutrons, we included additional
systematic uncertainties to account for changes in this
PDF due to non-uniformity of the 24Na source and possi-
ble temporal variations. The size of these systematic un-

certainties were estimated using AmBe calibration data
collected at various positions and times to calculate the
PDF of ENCD for neutron events, and then calculating
the size of the shift in the reconstructed number of neu-
tron events. The systematic uncertainties from the tem-
poral and position variation were summed in quadrature
to give a total systematic uncertainty of 0.64% on the
number of neutrons obtained from the fit due to the PDF
of ENCD for neutron events.

V. RESULTS

Section V.1 presents the results from the analysis of
data from the NCD array in Phase III. Because this was
a new analysis of this data, we used a statistically-limited
and randomly-selected one-third subset of the data to de-
velop the particle identification cut and analysis. Once
we had finalized all aspects of this analysis we fitted the
entire set of data from the NCD array in Phase III. After
completing this full analysis we realized that there was
an error in the method to calculate the systematic un-
certainty due to a

NCDE
1 and b

NCDE
0 , which was corrected

in the results presented here.
The total number of neutron events detected in the

NCD array obtained from this new analysis of data from
Phase III was then used as a constraint in the fits to
the combined data presented in Section V.2. The com-
bined analysis of the three phases also used a statistically-
limited and randomly-selected one-third subset of the
data to develop the fitting method. Once we had final-
ized all aspects of this analysis we fitted the entire set of
data from all three phases.

V.1. Results from fit to NCD array data

Table VI shows the �

2 and statistical uncertainty from
the fit to the ENCD spectrum for various values of Nmax

in Equation 16. In general including extra terms in the
PDF of ENCD for alpha events should not result in best
fits with higher �

2, but this can occur if the minimiza-
tion routine finds di↵erent local minima. Based on our
method for choosing the value of Nmax representing the
point where improvements in fit quality cease, the best fit
occurs when Nmax = 4. This corresponded to the maxi-
mum value of Nmax considered before performing the fit,
so to check that larger values of Nmax did not produce
better fits, we also fitted with Nmax equal to five and six,
as shown in Table VI. These fits did not produce better
results.

Figure 9 shows the best fit of the ENCD spectrum. Al-
though the best fit turns down at higher values of ENCD

the parameters were consistent with a flat PDF in that
region. This variation in the allowed PDF was reflected
in the increased statistical uncertainty with large Nmax.

For the fit with Nmax = 4 the systematic uncertainty
due to a

NCDE
1 and b

NCDE
0 was 5 neutrons. Combining this
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TABLE VI. �2 and 1� statistical uncertainty for various val-
ues of N

max

in Equation 16.

N

max

�

2/NDF Stat. uncertainty
0 54.92/48 4.2%
1 56.72/47 4.2%
2 47.63/46 5.5%
3 41.78/45 6.5%
4 40.20/44 6.9%
5 40.34/43 9.4%
6 40.41/42 9.2%
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FIG. 9. The fitted E
NCD

spectrum after the particle identi-
fication cut. The thick black line is the best fit. The blue
and red lines are the best fitted neutron and alpha spectra,
respectively.

with the systematic uncertainty in the PDF of ENCD for
neutrons, the statistical uncertainty in the fit, and divid-
ing by ✏PID, the total number of neutrons observed in the
NCD array equals 1115 ± 79. The previous analysis of
data from Phase III gave 1168 neutrons in the NCD array,
with similar uncertainty [8]. That analysis had a large
background due to alpha events, which made the assess-
ment of the systematic uncertainty on the fitted number
of events more challenging. The result presented here
avoids that problem by eliminating most of the back-
ground from alpha events and allowing a very general
PDF to describe the ENCD spectrum for any remaining
background events. Since the particle identification cut
removed almost all alpha events, the fitted number of
neutron events had a small to moderate correlation with
the previous analysis of this data.

V.2. Results from combined fit to all data

For the combined fit to all data using the maxi-
mum likelihood technique, Table VII shows �B and the
⌫

e

survival probability parameters as defined in Equa-
tions 6 and 7 of Section III.1. Table VIII shows the

correlation between these parameters. The combined
fit to all data from SNO yielded a total flux of ac-
tive neutrino flavors from 8B decays in the Sun of
�B=(5.25 ± 0.16(stat.)+0.11

�0.13(syst.)) ⇥ 106 cm�2s�1. Dur-
ing the day the ⌫

e

survival probability at 10 MeV was
c0 = 0.317 ± 0.016(stat.) ± 0.009(syst.), which was in-
consistent with the null hypothesis that there were no
neutrino oscillations at very high significance. Using the
covariance matrix obtained from this combined analysis
we can compare the best fit to various null hypotheses.
The null hypothesis that there were no spectral distor-
tions of the ⌫

e

survival probability (i.e. c1 = 0, c2 = 0,
a0 = 0, a1 = 0), yielded ��

2 = 1.97 (26% C.L) compared
to the best fit. The null hypothesis that there were no
day/night distortions of the ⌫

e

survival probability (i.e.
a0 = 0, a1 = 0), yielded ��

2 = 1.87 (61% C.L.) com-
pared to the best fit.

TABLE VII. Results from the maximum likelihood fit. Note
that �

B

is in units of ⇥106 cm�2s�1. The D/N systematic un-
certainties includes the e↵ect of all nuisance parameters that
were applied di↵erently between day and night. The MC sys-
tematic uncertainties includes the e↵ect of varying the number
of events in the Monte Carlo based on Poisson statistics. The
basic systematic uncertainties include the e↵ects of all other
nuisance parameters.

Best fit Stat. Systematic uncertainty

Basic D/N MC Total

�
B

5.25 ±0.16 +0.11

�0.12

±0.01 +0.01

�0.03

+0.11

�0.13

c

0

0.317 ±0.016 +0.008

�0.010

±0.002 +0.002

�0.001

±0.009

c

1

0.0039 +0.0065

�0.0067

+0.0047

�0.0038

+0.0012

�0.0018

+0.0004

�0.0008

±0.0045

c

2

�0.0010±0.0029 +0.0013

�0.0016

+0.0002

�0.0003

+0.0004

�0.0002

+0.0014

�0.0016

a

0

0.046 ±0.031 +0.007

�0.005

±0.012 +0.002

�0.003

+0.014

�0.013

a

1

�0.016 ±0.025 +0.003

�0.006

±0.009 ±0.002 +0.010

�0.011

TABLE VIII. Correlation matrix from the maximum likeli-
hood fit.

�
B

c

0

c

1

c

2

a

0

a

1

�
B

1.000 �0.723 0.302 �0.168 0.028 �0.012
c

0

�0.723 1.000 �0.299 �0.366 �0.376 0.129
c

1

0.302 �0.299 1.000 �0.206 0.219 �0.677
c

2

�0.168 �0.366 �0.206 1.000 0.008 �0.035
a

0

0.028 �0.376 0.219 0.008 1.000 �0.297
a

1

�0.012 0.129 �0.677 �0.035 �0.297 1.000

Figure 10 shows the RMS spread in P
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) and
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), taking into account the parameter uncertain-
ties and correlations. This also shows that the maximum
likelihood analysis was consistent with the alternative
Bayesian analysis. Reference [35] contains all steps of
the MCMC fit after the fit had converged.

Figures 11, 12, and 13, respectively, show one-
dimensional projections of the fit for Phase I, II, and
III.
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TABLE VI. �2 and 1� statistical uncertainty for various val-
ues of N

max

in Equation 16.

N

max

�

2/NDF Stat. uncertainty
0 54.92/48 4.2%
1 56.72/47 4.2%
2 47.63/46 5.5%
3 41.78/45 6.5%
4 40.20/44 6.9%
5 40.34/43 9.4%
6 40.41/42 9.2%
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FIG. 9. The fitted E
NCD

spectrum after the particle identi-
fication cut. The thick black line is the best fit. The blue
and red lines are the best fitted neutron and alpha spectra,
respectively.

with the systematic uncertainty in the PDF of ENCD for
neutrons, the statistical uncertainty in the fit, and divid-
ing by ✏PID, the total number of neutrons observed in the
NCD array equals 1115 ± 79. The previous analysis of
data from Phase III gave 1168 neutrons in the NCD array,
with similar uncertainty [8]. That analysis had a large
background due to alpha events, which made the assess-
ment of the systematic uncertainty on the fitted number
of events more challenging. The result presented here
avoids that problem by eliminating most of the back-
ground from alpha events and allowing a very general
PDF to describe the ENCD spectrum for any remaining
background events. Since the particle identification cut
removed almost all alpha events, the fitted number of
neutron events had a small to moderate correlation with
the previous analysis of this data.

V.2. Results from combined fit to all data

For the combined fit to all data using the maxi-
mum likelihood technique, Table VII shows �B and the
⌫

e

survival probability parameters as defined in Equa-
tions 6 and 7 of Section III.1. Table VIII shows the

correlation between these parameters. The combined
fit to all data from SNO yielded a total flux of ac-
tive neutrino flavors from 8B decays in the Sun of
�B=(5.25 ± 0.16(stat.)+0.11

�0.13(syst.)) ⇥ 106 cm�2s�1. Dur-
ing the day the ⌫

e

survival probability at 10 MeV was
c0 = 0.317 ± 0.016(stat.) ± 0.009(syst.), which was in-
consistent with the null hypothesis that there were no
neutrino oscillations at very high significance. Using the
covariance matrix obtained from this combined analysis
we can compare the best fit to various null hypotheses.
The null hypothesis that there were no spectral distor-
tions of the ⌫

e

survival probability (i.e. c1 = 0, c2 = 0,
a0 = 0, a1 = 0), yielded ��

2 = 1.97 (26% C.L) compared
to the best fit. The null hypothesis that there were no
day/night distortions of the ⌫

e

survival probability (i.e.
a0 = 0, a1 = 0), yielded ��

2 = 1.87 (61% C.L.) com-
pared to the best fit.

TABLE VII. Results from the maximum likelihood fit. Note
that �

B

is in units of ⇥106 cm�2s�1. The D/N systematic un-
certainties includes the e↵ect of all nuisance parameters that
were applied di↵erently between day and night. The MC sys-
tematic uncertainties includes the e↵ect of varying the number
of events in the Monte Carlo based on Poisson statistics. The
basic systematic uncertainties include the e↵ects of all other
nuisance parameters.

Best fit Stat. Systematic uncertainty

Basic D/N MC Total
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+0.014
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a

1

�0.016 ±0.025 +0.003

�0.006

±0.009 ±0.002 +0.010
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TABLE VIII. Correlation matrix from the maximum likeli-
hood fit.
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Figure 10 shows the RMS spread in P
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) and
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), taking into account the parameter uncertain-
ties and correlations. This also shows that the maximum
likelihood analysis was consistent with the alternative
Bayesian analysis. Reference [35] contains all steps of
the MCMC fit after the fit had converged.

Figures 11, 12, and 13, respectively, show one-
dimensional projections of the fit for Phase I, II, and
III.
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in Equation 16.
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spectrum after the particle identi-
fication cut. The thick black line is the best fit. The blue
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with the systematic uncertainty in the PDF of ENCD for
neutrons, the statistical uncertainty in the fit, and divid-
ing by ✏PID, the total number of neutrons observed in the
NCD array equals 1115 ± 79. The previous analysis of
data from Phase III gave 1168 neutrons in the NCD array,
with similar uncertainty [8]. That analysis had a large
background due to alpha events, which made the assess-
ment of the systematic uncertainty on the fitted number
of events more challenging. The result presented here
avoids that problem by eliminating most of the back-
ground from alpha events and allowing a very general
PDF to describe the ENCD spectrum for any remaining
background events. Since the particle identification cut
removed almost all alpha events, the fitted number of
neutron events had a small to moderate correlation with
the previous analysis of this data.

V.2. Results from combined fit to all data

For the combined fit to all data using the maxi-
mum likelihood technique, Table VII shows �B and the
⌫
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survival probability parameters as defined in Equa-
tions 6 and 7 of Section III.1. Table VIII shows the

correlation between these parameters. The combined
fit to all data from SNO yielded a total flux of ac-
tive neutrino flavors from 8B decays in the Sun of
�B=(5.25 ± 0.16(stat.)+0.11

�0.13(syst.)) ⇥ 106 cm�2s�1. Dur-
ing the day the ⌫
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survival probability at 10 MeV was
c0 = 0.317 ± 0.016(stat.) ± 0.009(syst.), which was in-
consistent with the null hypothesis that there were no
neutrino oscillations at very high significance. Using the
covariance matrix obtained from this combined analysis
we can compare the best fit to various null hypotheses.
The null hypothesis that there were no spectral distor-
tions of the ⌫
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survival probability (i.e. c1 = 0, c2 = 0,
a0 = 0, a1 = 0), yielded ��

2 = 1.97 (26% C.L) compared
to the best fit. The null hypothesis that there were no
day/night distortions of the ⌫
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survival probability (i.e.
a0 = 0, a1 = 0), yielded ��

2 = 1.87 (61% C.L.) com-
pared to the best fit.

TABLE VII. Results from the maximum likelihood fit. Note
that �

B

is in units of ⇥106 cm�2s�1. The D/N systematic un-
certainties includes the e↵ect of all nuisance parameters that
were applied di↵erently between day and night. The MC sys-
tematic uncertainties includes the e↵ect of varying the number
of events in the Monte Carlo based on Poisson statistics. The
basic systematic uncertainties include the e↵ects of all other
nuisance parameters.
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TABLE VIII. Correlation matrix from the maximum likeli-
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ties and correlations. This also shows that the maximum
likelihood analysis was consistent with the alternative
Bayesian analysis. Reference [35] contains all steps of
the MCMC fit after the fit had converged.

Figures 11, 12, and 13, respectively, show one-
dimensional projections of the fit for Phase I, II, and
III.

1115 ± 79
neutrons observed
by the NCD array

polynomial fit 
technique includes 
alpha energy 
systematics

DOI: 10.1103/PhysRevLett.101.111301 PACS numbers: 26.65.+t, 13.15.+g, 14.60.Pq, 95.85.Ry

The Sudbury Neutrino Observatory (SNO) [1] detects
8B solar neutrinos through three reactions: charged-current
interactions (CC) on deuterons, in which only electron
neutrinos participate; neutrino-electron elastic scattering
(ES), which are dominated by contributions from electron
neutrinos; and neutral-current (NC) disintegration of the
deuteron by neutrinos, which has equal sensitivity to all
active neutrino flavors.

In its first phase of operation, SNOmeasured the NC rate
by observing neutron captures on deuterons and found that
a Standard-Electro-Weak-Model description with an un-
distorted 8B neutrino spectrum and CC, NC, and ES rates
due solely to !e interactions was rejected at 5:3" [2–5].
The second phase of SNO measured the rates and spectra
after the addition of !2000 kg of NaCl to the 106 kg of
heavy water (D2O). This enhanced the neutron detection
efficiency and the ability to statistically separate the NC
and CC signals, and resulted in significant improvement in
the accuracy of the measured !e and !x fluxes without any
assumption about the energy dependence of the neutrino
flavor transformation [6,7]. In the present measurement,
the NC signal neutrons were predominantly detected by an
array of 3He proportional counters (Neutral Current
Detection, or NCD, array [8]) consisting of 36 ‘‘strings’’
of counters that were deployed in the D2O. Four additional
strings filled with 4He were insensitive to the neutron
signals and were used to study backgrounds. Cherenkov
light signals from CC, NC, and ES reactions were still
recorded by the photomultiplier tube (PMT) array, though
the rate of such NC events from 2Hðn;#Þ3H reactions was
significantly suppressed due to neutron absorption in the
3He strings. As described in this Letter, the new measure-
ments of the CC, NC, and ES rates result in reduced
correlation between the fluxes and improvement in the
mixing angle uncertainty.

The data presented here were recorded between
November 27, 2004 and November 28, 2006, totaling
385.17 live days. The number of raw NCD triggers was
1 417 811, and the data set was reduced to 91 636 NCD
events after data reduction described in [8]. Six strings
filled with 3He were excluded from the analysis due to
various defects. The number of raw PMT triggers was
146 431 347 with 2381 PMT events passing data reduction
and analysis selection requirements similar to those in [5].
Background events arising from $-# decays were reduced
by selecting events with reconstructed electron effective
kinetic energies $ 6:0 MeV and reconstructed vertices
within Rfit % 550 cm.

Thermal neutron capture on the 3He in the proportional
counters results in the creation of a proton-triton pair with a
total kinetic energy of 764 keV. Because of particles hitting
the counter walls [8], the detected ionization energy was
between 191 and 764 keV. The signals from each string

were amplified logarithmically to provide sufficient dy-
namic range before they were digitized [8]. The detectors
were constructed from ultrapure nickel produced by a
chemical vapor deposition process to minimize internal
radioactivity.
The neutron detection efficiency and response of the

PMT and NCD arrays have been determined with a variety
of neutron calibration sources. Neutron point sources
(252Cf and 241AmBe) were frequently deployed through-
out the detector volume to measure the temporal stability
and the detector gain of the NCD array. The NC neutron
detection efficiency was studied by using an isotropic
source of neutrons produced by mixing 24Na (t1=2 ¼
14:959 hours), in the form of activated NaCl, into the
heavy water in October 2005 and October 2006.
Neutrons were produced by deuterium photodisintegration
induced by the 2.754-MeV 24Na gammas. The largest
uncertainties on the neutron detection efficiency were as-
sociated with the knowledge of the 24Na source strength
and the ability to determine the uniformity of its mixing in
the heavy water. The inferred NC neutron capture effi-
ciency for the NCD array was 0:211' 0:007 in good
agreement with the 0:210' 0:003 given by a
Monte Carlo simulation verified against point-source
data. The fraction of detected neutrons inside the analysis
energy range from 0.4–1.4 MeV, including the effects of
data reduction, electronic thresholds and efficiency, and
digitizer live time, was 0:862' 0:004. The neutron detec-
tion efficiency for the PMT array was 0:0485' 0:0006
determined from neutron point sources.
The energy spectrum of the reduced NCD data set is

shown in Fig. 1. The distinctive neutron spectrum peaks at
764 keV. This spectrum was fit with a neutron energy

NCD Energy (MeV)

0 0.2 0.4 0.6 0.8 1 1.2 1.4

E
ve

nt
s 

/ 5
0 

ke
V

0

100

200

300

400

500

600

700

800
NCD data
Best fit
NC
Neutron background

 + instrumentalα

FIG. 1. NCD energy spectrum fit with a neutron calibration
spectrum, neutron backgrounds, alpha background derived from
Monte Carlo simulation, and low-energy instrumental back-
ground distributions. Data are shown after data reduction up to
1.4 MeV, and the fit is above 0.4 MeV.
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Final SNO Total 8B Solar Neutrino Flux
from NC

•

Combined
3-Phase

5.25 ± 3.7%
[106 cm–2 s–1]



Oscillation Analysis

combined CC, ES data from all three phases plus the 
new, combined NC total 8B flux

survival probability and day/night asymmetry are gently-
varying functions of energy (in the LMA region)

Pee
Day (Ev ) = c0 + c1(Ev −10) + c2 (Ev −10)2
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SNO-Determined Pee and D/N Shapes
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FIG. 15. Two-flavor neutrino oscillation analysis contour us-
ing both solar neutrino and KamLAND (KL) results.

KamLAND (KL) experiment. The combination of the
SNO results with the other solar neutrino experimental
results eliminates the LOW region, and eliminates the
higher values of �m

2
21 in the LMA region.

Table IX summarizes the results from these two-flavor
neutrino analyses.

TABLE IX. Best-fit neutrino oscillation parameters from a
two-flavor neutrino oscillation analysis. Uncertainties listed
are ±1� after the �2 was minimized with respect to all other
parameters.

Oscillation analysis tan2

✓

12

�m

2

21

[eV2] �

2

/NDF

SNO only (LMA) 0.427+0.033

�0.029

5.62+1.92

�1.36

⇥ 10�5

1.39

/3

SNO only (LOW) 0.427+0.043

�0.035

1.35+0.35

�0.14

⇥ 10�7

1.41

/3

Solar 0.427+0.028

�0.028

5.13+1.29

�0.96

⇥ 10�5

108.07

/129

Solar+KamLAND 0.427+0.027

�0.024

7.46+0.20

�0.19

⇥ 10�5

VI.4. Three-flavor neutrino oscillation analysis

Figure 16 shows the allowed regions of the
(tan2

✓12, �m

2
21) and (tan2

✓12, sin
2
✓13) parameter spaces

obtained from the results of all solar neutrino exper-
iments. It also shows the result of these experiments
combined with the results of the KamLAND experiment.
Compared to the result in Figure 15, this clearly shows
that allowing non-zero values of ✓13 brings the solar neu-
trino experimental results into better agreement with the
results from the KamLAND experiment.

Figure 17 shows the projection of these results onto
the individual oscillation parameters. This result shows
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FIG. 16. Three-flavor neutrino oscillation analysis contour
using both solar neutrino and KamLAND (KL) results.

that due to the di↵erent dependence between tan2
✓12

and sin2
✓13 for the solar neutrino experimental results

and the KamLAND experimental results, the combined
constraint on sin2

✓13 was significantly better than the
individual constraints.

Table X summarizes the results from these three-flavor
neutrino oscillation analyses. Tests with the inverted hi-
erarchy, i.e. negative values of �m

2
31, gave essentially

identical results [36].
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FIG. 17. Projections of the three-flavor neutrino oscillation
parameters determined from Figure 16. The horizontal lines
representing the ��2 for a particular confidence level, are for
two-sided intervals in plot (a) and (b), and one-sided intervals
in plot (c).

Figure 18 shows the measured solar ⌫

e

survival prob-
ability as a function of E

⌫

. At higher E

⌫

the results of
this analysis provide the best constraints on the survival
probability. All solar results are consistent with the LMA
neutrino oscillation hypothesis.

Recent results from the T2K [51] and MINOS [52] long-
baseline (LBL) experiments indicate a non-zero ✓13 with

TABLE X. Best-fit neutrino oscillation parameters from
a three-flavor neutrino oscillation analysis. Uncertainties
listed are ±1� after the �2 was minimized with respect
to all other parameters. The global analysis includes So-
lar+KL+ATM+LBL+CHOOZ.

Analysis tan2

✓

12

�m

2

21

[eV2] sin2

✓

13

(⇥10�2)

Solar 0.436+0.048

�0.036

5.13+1.49

�0.98

⇥ 10�5

< 5.8 (95% C.L.)

Solar+KL 0.446+0.030

�0.029

7.41+0.21

�0.19

⇥ 10�5 2.5+1.8

�1.5

< 5.3 (95% C.L.)

Global 2.02+0.88

�0.55

a significance of approximately 2.7�. A combined anal-
ysis of all LBL and atmospheric (ATM) results, and the
results from the CHOOZ [53] experiment was performed
by Fogli et al. [54]. Because the LBL+ATM+CHOOZ
analysis was insensitive to ✓12, and because the solar
neutrino+KamLAND analysis was insensitive to �m

2
31

we can simply add their projections of ��

2 onto ✓13.
Table X and Figure 19 show the results of that combi-
nation. This shows that the LBL+ATM+CHOOZ ex-
periments currently have better sensitivity to ✓13 than
the combined solar and KamLAND experiments, but the
combination of all experiments gives a slightly improved
determination of ✓13, hinting at a non-zero value.

VII. DISCUSSION AND CONCLUSIONS

By developing a particle identification cut to analyze
data from Phase III of the SNO experiment we measured
1115± 79 neutrons. Eliminating most of the background
from alpha events and allowing a very general PDF to de-
scribe the ENCD spectrum for any remaining background
events made this analysis less sensitive to background un-
certainties than our previous analysis of these data.

Combining data from all phases of the SNO experiment
we measured a total flux of active flavor neutrinos from
8B decays in the Sun of (5.25 ± 0.16(stat.)+0.11

�0.13(syst.)) ⇥
106 cm�2s�1. We improved the handling of a number of
systematic uncertainties in this analysis compared with
our previous analyses of these data. This result was con-
sistent with but more precise than both the BPS09(GS),
(5.88±0.65)⇥106 cm�2s�1, and BPS09(AGSS09), (4.85±
0.58) ⇥ 106 cm�2s�1, solar model predictions [6].

The precision of the ⌫

e

survival probability parame-
ters was improved by approximately 20% compared to
our previously reported results due to the additional
constraint provided by the data from Phase III. Dur-
ing the day the ⌫

e

survival probability at 10 MeV was
c0 = 0.317 ± 0.016(stat.) ± 0.009(syst.), which was in-
consistent with the null hypothesis that there were no
neutrino oscillations at very high significance. The null
hypotheses that there were no spectral distortions of the
⌫

e

survival probability (i.e. c1 = 0, c2 = 0, a0 = 0,
a1 = 0), and that there were no day/night distortions of
the ⌫

e

survival probability (i.e. a0 = 0, a1 = 0) could not
be rejected at the 95% C.L.

SNO’s θ13
3-Flavour Analysis
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FIG. 15. Two-flavor neutrino oscillation analysis contour us-
ing both solar neutrino and KamLAND (KL) results.

KamLAND (KL) experiment. The combination of the
SNO results with the other solar neutrino experimental
results eliminates the LOW region, and eliminates the
higher values of �m

2
21 in the LMA region.

Table IX summarizes the results from these two-flavor
neutrino analyses.

TABLE IX. Best-fit neutrino oscillation parameters from a
two-flavor neutrino oscillation analysis. Uncertainties listed
are ±1� after the �2 was minimized with respect to all other
parameters.

Oscillation analysis tan2

✓

12

�m

2

21

[eV2] �

2

/NDF

SNO only (LMA) 0.427+0.033

�0.029

5.62+1.92

�1.36

⇥ 10�5

1.39

/3

SNO only (LOW) 0.427+0.043

�0.035

1.35+0.35

�0.14

⇥ 10�7

1.41

/3

Solar 0.427+0.028

�0.028

5.13+1.29

�0.96

⇥ 10�5

108.07

/129

Solar+KamLAND 0.427+0.027

�0.024

7.46+0.20

�0.19

⇥ 10�5

VI.4. Three-flavor neutrino oscillation analysis

Figure 16 shows the allowed regions of the
(tan2

✓12, �m

2
21) and (tan2

✓12, sin
2
✓13) parameter spaces

obtained from the results of all solar neutrino exper-
iments. It also shows the result of these experiments
combined with the results of the KamLAND experiment.
Compared to the result in Figure 15, this clearly shows
that allowing non-zero values of ✓13 brings the solar neu-
trino experimental results into better agreement with the
results from the KamLAND experiment.

Figure 17 shows the projection of these results onto
the individual oscillation parameters. This result shows
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FIG. 16. Three-flavor neutrino oscillation analysis contour
using both solar neutrino and KamLAND (KL) results.

that due to the di↵erent dependence between tan2
✓12

and sin2
✓13 for the solar neutrino experimental results

and the KamLAND experimental results, the combined
constraint on sin2

✓13 was significantly better than the
individual constraints.

Table X summarizes the results from these three-flavor
neutrino oscillation analyses. Tests with the inverted hi-
erarchy, i.e. negative values of �m

2
31, gave essentially

identical results [36].
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SNO+ Physics Program

search for neutrinoless double beta 
decay

neutrino physics
–solar neutrinos
–geo antineutrinos
–reactor antineutrinos
–supernova neutrinos

SNO+ Physics Goals



Double Beta Decay with 150Nd

44 kg 150Nd (0.1% loading)
 investigating 0.3% loading, found to 

be the optimum amount
pursuing Nd isotope enrichment 

possibilities

Energy+Spectrum+and+Backgrounds+
•  With+<m>=350+meV+we+

expect+120+0νββ+
events+
–  assuming+43.7+kg+150Nd,+

IBM_2+matrix+element,+3+

years+running,+50%+fid.+vol.+

•  Backgrounds+from+

2νββ,+208Tl,+8B+solar+

neutrinos+and+214Bi+

–  Measure+208Tl+via+parent+
212Bi_>212Po+delayed+

coincidence++

–  214Bi+is+expected+to+be+
almost+negligible+and+in+

addi>on+can+be+tagged+

with+high+efficiency+

Jeff+Hartnell,+U.+of+Sussex,+TAUP+'11+ 9+

<mν>+=+350+meV+

12/10/2011 G.Lefeuvre, U. of Sussex, IOP 2011 6

Optimisation of Nd Quantity

0.1% loading 
 light output of 400 pe/MeV (6.4% FWHM resolution @ 3.37 MeV)
 corresponds to ~44 kg of 150Nd



SNO+ pep and CNO Solar Neutrino Signals

3600 pep events/(kton·year), for electron recoils >0.8 MeV
±5% total uncertainty after 3 years (including systematic and SSM)

an accurate measurement 
of the rate of pep solar 
neutrino interactions:

R = Φ Pee σ
flux is calculated in SSM to 
±1.5%; cross section is 
known (ν-e scattering)
��yields an accurate 
measure of the survival 
probability

CNO measurement 
uncertainty: ±7% statistical 
after 3 years



11C Background – Not a Concern

visible energy [MeV]
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 resolutionEAnalytically generated spectra with 5%/
muon rate in
SNO+ will be
70 muons/day

backgrounds 
scale pretty much 
with muon flux

will be relatively
easy to tag and 
further eliminate
11C backgrounds
following muons,
at this rate



Turning SNO into SNO+

to do this we need to:
 buy the liquid scintillator
 install hold down ropes for the acrylic vessel
 build a liquid scintillator purification system
 clean up inside the Acrylic Vessel (remove radon daughters)
 minor upgrades to the cover gas
 minor upgrades to the DAQ/electronics
 change the calibration system and sources



SNO+ Status
 buy the liquid scintillator

preparing to receive scintillator for filling in early 2013
 install hold down ropes for the acrylic vessel

cavity hold down anchors and new floor complete
new rope net delivered to site, preparing for installation in the next 

few weeks
 build a liquid scintillator purification system

many components being fabricated, for installation in 2012
 clean up inside the Acrylic Vessel (remove radon daughters)

preparing to install inside AV access tower
 minor upgrades to the cover gas underway
 upgrades to the DAQ/electronics

new electronics installed; running with new DAQ
preparing for water-filled commissioning in mid-2012

 change the calibration system and sources



SNO+ Rope Hold Down Net

AV Hold Down
Ropes

Existing
AV Support
Ropes

rope tension calculation and
visualization of net-PSUP geometry

sketch of hold down net

SNO+ ropes will be Tensylon: low U, Th, K ultra-high molecular weight polyethylene



SNO+ Rope Hold Down Net

AV Hold Down
Ropes

Existing
AV Support
Ropes

rope tension calculation and
visualization of net-PSUP geometry

sketch of hold down net

SNO+ ropes will be Tensylon: low U, Th, K ultra-high molecular weight polyethylene



C-PLATES

PLATFORM ELEVATION

AIR HANDLING FLOWSHEET 
(see drawing # SLDO-SNP-FL-2001-01)

all SNO+ cavity access will 
be by bosun’s chair down 
a single hatch

work in cavity under an 
“umbrella” tarp to keep dirty 
work from contaminating 
clean detector above



The Umbrella





Drilling Inside the SNO+ Cavity

drilling to install anchors for the
hold-down net

in the SNO+ cavity, under the 
umbrella



All Done!

Floor liner replacement 



All Done!

Floor liner replacement 



New SNO+ Floor Liner

Floor 
anchor seals 

Wall 
bolt seal 

Floor liner replacement 

new floor liner sprayed including up the sides of the walls
and over the anchor plates 



AV Sanding TowerSNO+ Preparation 
  Sanding AV 
  Replacing non-

functional PMTs 
  Electronics 

rehabilitation 
  New calibration 

systems 
  New purification 

system 
  Improved cover 

gas system 
  New glove box 



AV Sanding TowerSNO+ Preparation 
  Sanding AV 
  Replacing non-

functional PMTs 
  Electronics 

rehabilitation 
  New calibration 

systems 
  New purification 

system 
  Improved cover 

gas system 
  New glove box 

AV bottom
cleaning ladder



Summary
 SNO final, combined analysis of all 3 phases complete
 SNO+ is under construction

 major project milestones achieved: hold down net and electronics
 water fill of the detector cavity will start soon

 boating work to install cameras and calibration fibres
 water-filled commissioning of the electronics in mid-2012
 scintillator purification plant ready for scintillator fill in early 2013

photo of access to the top 
of the PMT structure


