Diffusion with Stochastic Resetting

Satya N. Majumdar

Laboratoire de Physique Théorique et Modeles Statistiques, CNRS,
Université Paris-Sud, France

Collaborators:

M. R. Evans (Univ. of Edinburg, UK)

J. Franke (Univ. of Cologne, Germany)

Refs: Phys. Rev. Lett. 106, 160601 (2011)
J. Phys. A: Math. Theor. 44, 435001 (2011)
J. Stat. Mech.: Theor. & Exp. P05024 (2012)

S.N. Majumdar Diffusion with Stochastic Resetting



Plan:

e Diffusion with Resetting

= new Nonequilibrium Steady State

S.N. Majumdar Diffusion with Stochastic Resetting



Plan:

e Diffusion with Resetting

= new Nonequilibrium Steady State

e Target search by a single random walker with resetting

= optimal resetting rate

S.N. Majumdar Diffusion with Stochastic Resetting



Plan:

e Diffusion with Resetting

= new Nonequilibrium Steady State

e Target search by a single random walker with resetting

= optimal resetting rate

e Target search by multiple searchers with resetting

= power-law decay of the target survival probability
with nontrivial exponent

S.N. Majumdar Diffusion with Stochastic Resetting



Plan:

e Diffusion with Resetting

= new Nonequilibrium Steady State

e Target search by a single random walker with resetting

= optimal resetting rate

e Target search by multiple searchers with resetting

= power-law decay of the target survival probability
with nontrivial exponent

e Various generalizations

S.N. Majumdar Diffusion with Stochastic Resetting



Plan:
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= new Nonequilibrium Steady State

e Target search by a single random walker with resetting

= optimal resetting rate

e Target search by multiple searchers with resetting

= power-law decay of the target survival probability
with nontrivial exponent

e Various generalizations

e Summary and Conclusion
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Diffusion with stochastic resetting: one dimension

resetting rate = r

time ro|/

space
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=x(t) +n(t) At  with prob. 1 — rAt  (diffusion)
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Diffusion with stochastic resetting: one dimension

resetting rate = r

time ro|/

space

Dynamics: In a small time interval At
x(t+ At) = xg with prob. rAt (resetting)
=x(t) +n(t) At  with prob. 1 — rAt  (diffusion)
n(t) — Gaussian white noise: (1(t)) =0 and (n(t)n(t')) =2D(t —t')
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Prob. density p(x, t) with restting rate r > 0

resetting rate =r

time \41",,//
4 p(x,t) — prob. density at time t,
! given p(x,0) = d(x — xo)
0 Xo

space
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Prob. density p(x, t) with restting rate r > 0

resetting rate =r

time r |/
~ p(x,t) — prob. density at time t,
s given p(x,0) = 3(x — )

0 Xo
space

e In absence of resetting (r = 0):

p(x, 1) = —rL= exp[~(x — x0)?/4Dt]
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Prob. density p(x, t) with restting rate r > 0

resetting rate =r

time

0

space

e In absence of resetting (r = 0):

P 1) = 75
e In presence of resetting (r > 0):

Fokker-Planck equation:

p(x,t) — prob. density at time t,
given p(x,0) = d(x — xo)

L exp[—(x — x0)?/4Dt]

p(x,t + At) = [1 — r At] {p(x — n(t) At, t)) + [r At] 6(x — xo)
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Prob. density p(x, t) with restting rate r > 0

resetting rate =r

time \41’,,//
4 p(x,t) — prob. density at time t,
! given p(x,0) = d(x — xo)
\\"\L r
0 Xo
space

e In absence of resetting (r = 0):

p(x, 1) = —rL= exp[~(x — x0)?/4Dt]

e In presence of resetting (r > 0):

Fokker-Planck equation:
p(x,t + At) = [1 — r At] {p(x — n(t) At, t)) + [r At] 6(x — xo)

:>‘0tp: Dd?p —rp(x,t) + ré(x — xo)

Diffusion with Stochastic Resetting
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Steady state solution

e Fokker-Planck Eq: ‘Otp =D32p —rp(x,t)+ri(x —x) ‘
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Steady state solution

e Fokker-Planck Eq: ‘Otp =D32p —rp(x,t)+ri(x —x) ‘

dPt()

e stationary (t — co) solution: D —rpg(x)+ré(x—xp) =0
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Steady state solution

e Fokker-Planck Eq: ‘Otp =D32p —rp(x,t)+ri(x —x) ‘

dPt()

e stationary (t — co) solution: D —rpg(x)+ré(x—xp) =0

Exact solution — | pst(x) = %O exp[—ag |x — xo|] | with ag = m
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Steady state solution

e Fokker-Planck Eq: ‘Otp =D32p —rp(x,t)+ri(x —x) ‘

e stationary (t — oo) solution: D

Exact solution —

B

dp

‘( ) rpst(x)+ro(x—x)=0

[&7))
pst(x) = 5 &P

[—ao [x — xo|] | with ag = \/r/D

— nonequilibrium steady state

= current carrying with
detailed balance — violated

pst(x) = ag exp[— Ve (x)]
effective potential:

Vet (X) = aplx — xo|
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Generalization to higher dimensions

particle starting at Xy diffuses in d dim.
and resets to xg with rate r

p(X,t) — prob. density. at time t

e Fokker-Planck Eq. : |0:p = DV?p(X,t) — rp(X,t) + r (X — Xo) ‘
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Generalization to higher dimensions

particle starting at Xy diffuses in d dim.
and resets to xg with rate r

p(X,t) — prob. density. at time t

e Fokker-Planck Eq. : ‘(’)tp = DV?p(%,t) — rp(%,t) + ré(% — %) ‘

e stationary solution:

. (a0
pst(X) - (27(:,)51

[ao X = %0[]” Ko (a0 [X — %ol)
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Generalization to higher dimensions

particle starting at Xy diffuses in d dim.
and resets to xg with rate r

p(X,t) — prob. density. at time t

e Fokker-Planck Eq. : ‘(’)tp = DV?p(%,t) — rp(%,t) + ré(% — %) ‘

e stationary solution:

(Ozo)d

(2r)d [ao [¥ = %l]” Ko (a0 [X — %)

where ag = \/r/D, v =1—d/2 and K, (z) — modified Bessel function

pst(X) =
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Generalization to higher dimensions

particle starting at Xy diffuses in d dim.
and resets to xg with rate r

p(X,t) — prob. density. at time t

e Fokker-Planck Eq. : ‘(’)tp = DV?p(%,t) — rp(%,t) + ré(% — %) ‘

e stationary solution:

. (a0
pst(X) - (27(:,)51

[ao X = %0[]” Ko (a0 [X — %ol)

where ag = \/r/D, v =1—d/2 and K, (z) — modified Bessel function

e For d = 1, it reduces to — p.i(x) = % exp[—ag |x — xo]
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Search of a fixed target by a purely diffusive

searcher in d — 1 without resetting

Q(x, t) — survival prob. of the target
backward Fokker-Planck equation
" 9:Q(x, t) = DA2Q(x, t) for x > 0

boundary cond. :
Q(x=0,t)=0and Q(x = o0,t) =1

intial cond. :
0 X Q(x,t=0)=1for x>0

target searcher

space
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Search of a fixed target by a purely diffusive

searcher in d — 1 without resetting

Q(x, t) — survival prob. of the target
backward Fokker-Planck equation
" 9:Q(x, t) = DA2Q(x, t) for x > 0

boundary cond. :
Q(x=0,t)=0and Q(x = o0,t) =1

intial cond. :
0 X Q(x,t=0)=1for x>0

target searcher

space

e exact solution for survival prob. : Q(x,t) = erf(|x|/V4Dt)
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Search of a fixed target by a purely diffusive

searcher in d — 1 without resetting

Q(x, t) — survival prob. of the target
backward Fokker-Planck equation
" 9:Q(x, t) = DA2Q(x, t) for x > 0

boundary cond. :
Q(x=0,t)=0and Q(x = o0,t) =1

intial cond. :
0 X Q(x,t=0)=1for x>0

target searcher

space
e exact solution for survival prob. : Q(x,t) = erf(|x|/V4Dt)
e first-passage prob. :

F(x,t) = —0:Q(x, t) = 2 exp[—x?/4Dt] — t=3/2

41 Dt3 t—300
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Search of a fixed target by a purely diffusive

searcher in d — 1 without resetting

Q(x, t) — survival prob. of the target
backward Fokker-Planck equation
" 9:Q(x, t) = DA2Q(x, t) for x > 0

boundary cond. :
Q(x=0,t)=0and Q(x = o0,t) =1

intial cond. :
0 X Q(x,t=0)=1for x>0

target searcher

space

e exact solution for survival prob. : Q(x,t) = erf(|x|/V4Dt)

e first-passage prob. :

F(x,t) = —0:Q(x,t) = Tss exp[—x?/4Dt] - t—3/2

e mean capture time — T = [t F(x, t)dt = o0
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search via diffusion with resetting

. r /
time N
;r
'
0 X X
target searcher

space

e starting position x — ‘variable’, resetting to xp with rate r
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search via diffusion with resetting

e

by

time

r

N

0 X X
target searcher

space

e starting position x — ‘variable’, resetting to xp with rate r

e Q(x,t) — survival prob. of the target
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search via diffusion with resetting

e

by

time

r

N

0 X X
target searcher

space

e starting position x — ‘variable’, resetting to xp with rate r
e Q(x,t) — survival prob. of the target
e backward Fokker-Planck Eq.:

0:Q(x,t) = DO2Q(x,t) — r Q(x,t) + r Q(xo, t) for x >0
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search via diffusion with resetting

e

by

time

r

N

0 X X
target searcher

space

e starting position x — ‘variable’, resetting to xp with rate r
e Q(x,t) — survival prob. of the target
e backward Fokker-Planck Eq.:

0:Q(x,t) = DO2Q(x,t) — r Q(x,t) + r Q(xo, t) for x >0

boundary cond. : Q(x =0,t) =0 and Q(x — oo, t) — finite
intial cond. : Q(x,t=0)=1 for x >0
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Solution via Laplace transform

o Laplace transform: Q(x,s) = [;~ Q(x.t)e "t dt
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Solution via Laplace transform

o Laplace transform: Q(x,s) = [;~ Q(x.t)e "t dt

e Exact solution:

Q) = 23t [1 - e (-7 9)/0 )]
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Solution via Laplace transform

o Laplace transform: Q(x,s) = [;~ Q(x.t)e "t dt

e Exact solution:
Q(x,s) = %(:05) [1 — exp (—\/(r—i— s)/Dx)}

e Setting x = xp (resetting to initial position xo)
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Solution via Laplace transform

o Laplace transform: Q(x,s) = [;~ Q(x.t)e "t dt

e Exact solution:
Q(x,s) = %(:05) [1 — exp (—\/(r + s)/Dx)}

e Setting x = xp (resetting to initial position xo)

1—exp (f (r+s)/Dx0>
s+ rexp <— (r+s)/Dx0>

Q(X()v 5) =
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Solution via Laplace transform

o Laplace transform: Q(x,s) = [;~ Q(x.t)e "t dt

e Exact solution:
Q(x,s) = %(:05) [1 — exp (—\/(r + s)/Dx)}

e Setting x = xp (resetting to initial position xo)

1—exp (f (r+s)/Dx0>
s+ rexp <— (r+s)/Dx0>

Q(X()v 5) =

= As t — 00, Q(xp,t) ~ exp {fr te*mXO}
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Solution via Laplace transform

o Laplace transform: Q(x,s) = [;~ Q(x.t)e "t dt

e Exact solution:
Q(x,s) = %(:05) [1 — exp (—\/(r + s)/Dx)}

e Setting x = xp (resetting to initial position xo)

1—exp (7 (r+s)/Dx0>

Q<) = s+ rexp <— (r+s)/Dx0>

= As t — 00, Q(xp,t) ~ exp {fr te*mXO}

Q (xy. 1)
) R For r > 0, Q(xo, t) =~ exp[—t/t*
‘\ \
\"\1;?\,\‘;\,,*\2 where t* ~ (1/r) eV /P
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Survival Probability < Extreme Value Statistics

ROTATE & SHIFT

target

time -

_,
l /
<
)
space
\‘\
4
=
a2

N 0 7 X
€ ~ \r
b4 searcher .

O X 0
target searcher

space

e M(t) — maximum of the process up to time t
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Survival Probability < Extreme Value Statistics

ROTATE & SHIFT

target

time -

_,
l /
<
)
space
\‘\
4
=
a2

g 0%— <
€ ~ \r
b4 searcher .

O X 0
target searcher

space

e M(t) — maximum of the process up to time t
e Survival prob. Q(xp,t) = Prob.[M(t) < xo]
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Survival Probability < Extreme Value Statistics

ROTATE & SHIFT

target

time -

_,
l /
<
)
space
\‘\
4
=
a2

g 0%— <
€ ~ \r
b4 searcher .

O X 0
target searcher

space

e M(t) — maximum of the process up to time t
e Survival prob. Q(xp,t) = Prob.[M(t) < xo]

e Correlation time 7 =1/r
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Survival Probability < Extreme Value Statistics

ROTATE & SHIFT

target

time -

_,
l /
<
)
space
\‘\
4
=
a2

g 0%— <
€ ~ \r
b4 searcher .

0 X 0
target searcher

space

e M(t) — maximum of the process up to time t
e Survival prob. Q(xp,t) = Prob.[M(t) < xo]

e Correlation time 7 = 1/r — Nog = t/7 = rt effectively independent
blocks in the time interval [0, t]
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Survival Probability < Extreme Value Statistics

ROTATE & SHIFT

target

time -

_,
l /
<
)
space
\‘\
4
=
a2

g 0%— <
€ ~ \r
b4 searcher .

0 X 0
target searcher

space

e M(t) — maximum of the process up to time t
e Survival prob. Q(xp,t) = Prob.[M(t) < xo]

e Correlation time 7 = 1/r — Nog = t/7 = rt effectively independent
blocks in the time interval [0, t]

e Q(x0,t) = exp |—rte Vr/Px
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Survival Probability < Extreme Value Statistics

ROTATE & SHIFT

target

time -

_,
l /
<
)
space
\‘\
4
=
a2

g 0%— <
€ ~ \r
b4 searcher .

0 X 0
target searcher

space

e M(t) — maximum of the process up to time t
e Survival prob. Q(xp,t) = Prob.[M(t) < xo]

e Correlation time 7 = 1/r — Nog = t/7 = rt effectively independent
blocks in the time interval [0, t]

e Q(xo,t) = exp|—rte”V ’/DX‘)} A exp |:—Neﬂ‘ e~ Vr/Dx

= classical Gumbel distribution for the maximum of a set of N.g
exponentially distributed independent random variables
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Mean capture/search time

) r
time |
jr
'
0 X0 X
target searcher

space

mean capture time: T = [~ t[~0:Q(xo, t)] dt = Q(x0,5s =0)
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Mean capture/search time

) r
time |
jr
'
0 X0 X
target searcher

space
mean capture time: T = [~ t[~0:Q(xo, t)] dt = Q(x0,5s =0)

T(r,x) = % {exp (on> — 1}
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Mean capture/search time

time

by

r

N

0 X X
target searcher

space
mean capture time: T = [~ t[~0:Q(xo, t)] dt = Q(x0,5s =0)

T(r,x) = % {exp (on> — 1}

= ‘mean capture time is oo for r = 0, but finite when r > 0
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Optimal resetting rate

]l

T(r,x) = % [exp (mx0> — 1}
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Optimal resetting rate

]l

T(r,x) = % [exp (mx0> — 1}

i

0 ¥

r

e For fixed xy and D, the mean capture time T(r,x) diverges
as r — 0 and also as r — oo
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Optimal resetting rate

]l

T(r,x) = % [exp (mx0> — 1}

i

0 ¥

r

e For fixed xy and D, the mean capture time T(r,x) diverges
as r — 0 and also as r — oo

e As a function of r, T(r,xo) has a minimum at r = r*
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Optimal resetting rate

]l

T(r,x) = % [exp (mx0> — 1}

i

0 ¥

r

e For fixed xy and D, the mean capture time T(r,x) diverges
as r — 0 and also as r — oo

e As a function of r, T(r,xo) has a minimum at r = r*

optimal resetting rate r* is given by:

r* =~ = |where|y—2 (1—e7) =0|=~=159362...

(M.R. Evans and S.M., Phys. Rev. Lett. 106, 160601 (2011))
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Typical trajectories for r — 0 and r —

time

=0

S.N. Majumdar

r — large
time

space
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Target search via diffusion with resetting in d > 1

S.N. Majumdar

stationary target of radius a at 0 in
d>?2

searcher starts at Ry > a, diffuses, and
resets with rate r
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Target search via diffusion with resetting in d > 1

stationary target of radius a at 0 in
d>?2

@ searcher starts at Ry > a, diffuses, and
resets with rate r

e Q(Ry,t) — survival prob. of the target starting at a radial distance Ry
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Target search via diffusion with resetting in d > 1

stationary target of radius a at 0 in
d>?2

@ searcher starts at Ry > a, diffuses, and
resets with rate r

e Q(Ry,t) — survival prob. of the target starting at a radial distance Ry

e Laplace trasform Q (Ro, s) fo (Ro, t) e *t dt is obtained by solving
the d-dim. backward Fokker-Planck Eq.
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Target search via diffusion with resetting in d >

stationary target of radius a at 0 in
d>?2

@ searcher starts at Ry > a, diffuses, and
resets with rate r

e Q(Ry,t) — survival prob. of the target starting at a radial distance Ry

e Laplace trasform Q (Ro, s) fo (Ro, t) e *t dt is obtained by solving
the d-dim. backward Fokker-Planck Eq.

e mean capture time: T = Q(Ro,s = 0)
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Target search via diffusion with resetting in d >

stationary target of radius a at 0 in
d>?2

@ searcher starts at Ry > a, diffuses, and
resets with rate r

e Q(Ry,t) — survival prob. of the target starting at a radial distance Ry

e Laplace trasform Q (Ro, s) fo (Ro, t) e *t dt is obtained by solving
the d-dim. backward Fokker-Planck Eq.

e mean capture time: T = Q(Ro,s = 0)

(&) Ko

where v =1—d/2
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Target search via diffusion with resetting in d >

stationary target of radius a at 0 in
d>?2

@ searcher starts at Ry > a, diffuses, and
resets with rate r

e Q(Ry,t) — survival prob. of the target starting at a radial distance Ry

e Laplace trasform Q (Ro, s) fo (Ro, t) e *t dt is obtained by solving
the d-dim. backward Fokker-Planck Eq.

e mean capture time: T = Q(Ro,s = 0)

(&) Ko

Ro
e Once again, there is an optimal r* that minimizes T(r, Ry) in all d

= 1
T(r, RO) = ;

where v =1—d/2
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Target search by multiple searchers d = 1

S.N. Majumdar

stationary target at 0 surrounded by a
sea of independent searchers (traps),
initially distributed with uniform
density p
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Target search by multiple searchers d = 1

stationary target at 0 surrounded by a
sea of independent searchers (traps),
initially distributed with uniform
density p

0

e target survival probavility: Ps(t) = H,N:1 Q(x;, t)

Q(x;, t) — prob. that the i-th searcher starting
initially at x; does not hit the origin up to time t
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Target search by multiple searchers d = 1

stationary target at 0 surrounded by a
sea of independent searchers (traps),
initially distributed with uniform
density p

0

e target survival probavility: Ps(t) = H,N:1 Q(x;, t)

Q(x;, t) — prob. that the i-th searcher starting
initially at x; does not hit the origin up to time t

e Average surv. prob. of the target: (Ps(t)) = <H,N:1 Q(xi, t)>

() — average over x;'s each drawn independently and uniformly from a
box [—L/2, L/2]
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Target search by multiple searchers d = 1

stationary target at 0 surrounded by a
sea of independent searchers (traps),
initially distributed with uniform
density p

0

e target survival probavility: Ps(t) = H,N:1 Q(x;, t)

Q(x;, t) — prob. that the i-th searcher starting
initially at x; does not hit the origin up to time t

e Average surv. prob. of the target: (Ps(t)) = <H,N:1 Q(xi, t)>

() — average over x;'s each drawn independently and uniformly from a
box [—L/2, L/2]

e Eventually N — co and L — oo with their ratio N/L = p fixed
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Average target survival probability

o (Po(t) = (IT Qx,1))
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Average target survival probability

o (P(t)) = (TT; QCxi £) )= T 11 = (1 = Q(xi, )]
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Average target survival probability

o (P(t)) = (TT; QCxi £) )= T 11 = (1 = Q(xi, )]

= 1=, - Q) dx}N
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Average target survival probability

o (P(t)) = (TT; QCxi £) )= T 11 = (1 = Q(xi, )]

= 1=, - Q) dx}N

= (P(1)) = exp |:—2p /Ox (1-Q(x 1)) dx}




Average target survival probability

o (P(t)) = (TT; QCxi £) )= T 11 = (1 = Q(xi, )]

= 1=, (- Qe ) o] §

= (P(1)) = exp |:—2p /Ox (1-Q(x 1)) dx}

— a rather general result
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Average target survival probability

o (P(t)) = (TT; QCxi £) )= T 11 = (1 = Q(xi, )]

= 1=, (- Qe ) o] §

= (P(1)) = exp |:—2p /Ox (1-Q(x 1)) dx}

— a rather general result

e For diffusive searchers without resetting: Q(x, t) = erf(|x|/v4Dt)

(Ps(t)) = exp [ 4p \/T/r} — stretched exponential decay

(Zumofen, Klafter, Blumen '83, Tachiya '83, Burlatsky & Ovchinnikov '87 )
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Link to Extreme Value Statistics

o (Ps(t)) =exp [-2p [;~ (1 - Q(x, 1)) dx] = exp[-2p E[M(t)]]

S.N. Majumdar Diffusion with Stochastic Resetting



Link to Extreme Value Statistics

o (Ps(t)) =exp[~2p [ (1 - Q(x, 1)) dx] = exp[-2p E[M(t)]]
o EIM(t)] = [;7 (1 = Q(x,t)) dx — expected maximum M(t) of the
trap process starting at the origin

= general result valid for any trap process
(J. Franke and S.M., JSTAT, P05024 (2012))
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Link to Extreme Value Statistics

o (P(t)) =exp [-2p [ (1= Q(x,t)) dx] = exp[-2p E[M(t)]]

o EIM(t)] = [;7 (1 = Q(x,t)) dx — expected maximum M(t) of the
trap process starting at the origin

= general result valid for any trap process

(J. Franke and S.M., JSTAT, P05024 (2012))

Q(x,t) = surv. prob. of the trap starting at x = Prob.[M(t) < x]
ROTATE & SHIFT

time ‘ L/ X

space

{
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Link to Extreme Value Statistics

o (P(t)) =exp [-2p [ (1= Q(x,t)) dx] = exp[-2p E[M(t)]]
o EIM(t)] = [;7 (1 = Q(x,t)) dx — expected maximum M(t) of the
trap process starting at the origin
= general result valid for any trap process
(J. Franke and S.M., JSTAT, P05024 (2012))

Q(x,t) = surv. prob. of the trap starting at x = Prob.[M(t) < x]
ROTATE & SHIFT

time ‘ L/ X

space

space e
e Several exact results for E[M(t)] for subdiffusive and superdiffusive
(Lévy flights) processes (J. Franke and S.M., 2012)
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e average of a random variable may be different from typical
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P(Z)
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P(Z) — highly peaked at Zi,
but has a long tail such that
<Z> >> Ztyp
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e how to extract Z,, from P(Z)?

S.N. Majumdar Diffusion with Stochastic Resetting



Average vs. Typical

e average of a random variable may be different from typical

P(Z) P(Z) — highly peaked at Z,
‘ but has a long tail such that
(Z) >> Ziyp

yv‘ typ <Z>

7 —

e how to extract Z,, from P(Z)?

e One simple prescription: compute (InZ) = [InZ P(Z)) dx
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Average vs. Typical

P(Z)

'
Z

typ

@y

e how to extract Z,, from P(Z)?

e average of a random variable may be different from typical

P(Z) — highly peaked at Zi,
but has a long tail such that
<Z> >> Ztyp

e One simple prescription: compute (InZ) = [InZ P(Z)) dx ~ In Zy,

= | Ziyy ~ exp[(In2)]]
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Average vs. Typical survival probability

o Py(t) =TI, Qxi, 1)
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o Po(t) =TT, Qi t)
o PI¥P(t) = exp {('n (H:{V:I Q(xi, t)M
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Average vs. Typical survival probability

o Po(t) =TT, Qi t)
o PYP(t) = exp {('n (H,{V:l Q(xi, t)M - [Z’Nﬂm Q. t)ﬂ

= exp [% /f{z/z In Q(x, t) dx}
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Average vs. Typical survival probability

o Po(t) =TT, Qi t)
o PYP(t) = exp {('n (H,{V:l Q(xi, t)M - [Z’Nﬂm Q. t)ﬂ

= exp {L /f{z/z In Q(x, t) dx}

| PEP(t) = exp {zp | /O In Q(x, £) dx}
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Average vs. Typical survival probability

o Ps(t) = [T, Q(xi, 1)
« P2(t) = exp (In (T, Qxi. 1))} | = exp |1, (In Q. 1))
= exp [% /f{z/z In Q(x, t) dx}

| PEP(t) = exp {zp | /O In Q(x, £) dx}

e to be compared to | (Ps(t)) = exp [—2/} /OOO (1 - Q(x, t))}
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| PEP(t) = exp {zp | /O In Q(x, £) dx}

OO

e to be compared to | (Ps(t)) = exp [—2/} /0 (1 - Q(x, t))}

e For diffusive searchers: Q(x,t) = erf(|x|/v/4Dt)
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Average vs. Typical survival probability

o Ps(t) = [T, Q(xi, 1)
« P2(t) = exp (In (T, Qxi. 1))} | = exp |1, (In Q. 1))
= exp [% /f{z/z In Q(x, t) dx}

| PEP(t) = exp {zp | /O In Q(x, £) dx}

OO

e to be compared to | (Ps(t)) = exp [—2/} / (1 - Q(x, t))}
0
e For diffusive searchers: Q(x, t) = erf(|x|/v/4Dt)

= (Ps(t)) _exp[ 4p\/T/7T}
PYP(t) = exp [—4pb\ﬁ}
where b = — [ Inerf(z) dz = 1.03442. ..
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Average vs. Typical survival probability

o Ps(t) = [T, Q(xi, 1)
« P2(t) = exp (In (T, Qxi. 1))} | = exp |1, (In Q. 1))
= exp [% /f{z/z In Q(x, t) dx}

| PEP(t) = exp {zp | /O In Q(x, £) dx}

OO

e to be compared to | (Ps(t)) = exp [—2/} /0 (1 - Q(x, t))}

e For diffusive searchers: Q(x,t) = erf(|x|/v/4Dt)

(Po(t)) = exp | ~4p/Dt/x]

PYP(t) = exp [—4pb\/7t}

where b = — [ Inerf(z) dz = 1.03442. ..

= (Ps(t)) ~ P¥P(t) and both decay stretched-exponentially

S.N. Majumdar
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Target search by multiple searchers with resetting

stationary target at 0 surrounded by a
sea of independent diffusive searchers
or traps (each with reset rate r),
initially distributed with uniform
density p

target
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Target search by multiple searchers with resetting

stationary target at 0 surrounded by a
sea of independent diffusive searchers
or traps (each with reset rate r),
initially distributed with uniform

density p
target
e Avg. survival prob. of the target:
(Ps(t)) = exp[—2 p E[M(t)]] where E[M(t)] = [ ( (x, 1)) dx
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Target search by multiple searchers with resetting

stationary target at 0 surrounded by a
sea of independent diffusive searchers
or traps (each with reset rate r),
initially distributed with uniform
density p

target

e Avg. survival prob. of the target:
(Po(t)) = exp[~2p E[M(1)]] where E[M()] = 5 (1 - Q(x, 1)) dx

1o~ 5)/B %)
s+r exp<7\/mxo)

o Using Q(x0,5) = [~ Q(x.t) e tdt =

= E[M(t)] ~ /D/r Int for large t
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Target search by multiple searchers with resetting

stationary target at 0 surrounded by a
sea of independent diffusive searchers
or traps (each with reset rate r),
initially distributed with uniform
density p

target

e Avg. survival prob. of the target:
(Po(t)) = exp[~2p E[M(1)]] where E[M()] = 5 (1 - Q(x, 1)) dx

1o~ 5)/B %)
s+r exp<7\/mxo)

o Using Q(x0,5) = [~ Q(x.t) e tdt =

= E[M(t)] ~ /D/r Int for large t

e = power-law decay for avg. survival prob.

<Ps(l')> ~tT2PY b/r as t — o0 (Evans and S.M., 2011)
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Target search by multiple searchers with resetting

stationary target at 0 surrounded by a
sea of independent diffusive searchers
or traps (each with reset rate r),
initially distributed with uniform
density p

target

e Avg. survival prob. of the target:
(Po(t)) = exp[~2p E[M(1)]] where E[M()] = 5 (1 - Q(x, 1)) dx

1o~ 5)/B %)
s+r exp<7\/mxo)

o Using Q(x0,5) = [~ Q(x.t) e tdt =

= E[M(t)] ~ /D/r Int for large t

e = power-law decay for avg. survival prob.

<Ps(l')> ~tT2PY b/r as t — o0 (Evans and S.M., 2011)

e As r — 0, one gets back: (Ps(t)) ~exp |—4p+/Dt/m
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Average vs. typical survival prob.

—1 stationary target at 0 surrounded by a
7 : sea of independent diffusive searchers
| or traps (each with reset rate r),
i 7 initially distributed with uniform
T density p

target
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Average vs. typical survival prob.

—1 stationary target at 0 surrounded by a
7 : sea of independent diffusive searchers
| or traps (each with reset rate r),
i 7 initially distributed with uniform
T density p

target

e Avg. surv. prob. decays as: | (Ps(t)) ~ t 27 VP/"las t — o0
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Average vs. typical survival prob.

—1 stationary target at 0 surrounded by a
7 : sea of independent diffusive searchers
| or traps (each with reset rate r),
i 7 initially distributed with uniform
T density p

target

e Avg. surv. prob. decays as: | (Ps(t)) ~ t 27 VP/"las t — o0

o In contrast, Typical surv. prob.: P¥P(t) =exp [2p [;* In Q(x, t) dx]

decays as: | PYP(t) ~exp |[—8(1 —In2)VrDp t} as t — 00
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Average vs. typical survival prob.

—1 stationary target at 0 surrounded by a
7 : sea of independent diffusive searchers
| or traps (each with reset rate r),
i 7 initially distributed with uniform
T density p

target

e Avg. surv. prob. decays as: | (Ps(t)) ~ t 27 VP/"las t — o0

o In contrast, Typical surv. prob.: P¥P(t) =exp [2p [;* In Q(x, t) dx]

decays as: | PYP(t) ~exp |[—8(1 —In2)VrDp t} as t — 00

e In presence of resetting (r > 0): PPP(t) << (Ps(t))

Rare trajectories dominate the average
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Multiple searchers with reset in d > 1

S.N. Majumdar

stationary target of radius a at 0 in
d>?2

searchers diffuse and reset with rate r
independently
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Multiple searchers with reset in d > 1

T
r - stationary target of radius a at 0 in
L d>?2
@ searchers diffuse and reset with rate r
independently

e Average survival prob. of the target for large t:
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Multiple searchers with

4

reset ind > 1

stationary target of radius a at 0 in
d>?2

searchers diffuse and reset with rate r
independently

e Average survival prob. of the target for large t:

(Py(t)) ~ A exp [—cp(Int)?]

S.N. Majumdar

where ¢ = (7D /r)9/?/T(1 + d/2)
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Multiple searchers with

4

reset ind > 1

stationary target of radius a at 0 in
d>?2

searchers diffuse and reset with rate r
independently

e Average survival prob. of the target for large t:

(Py(t)) ~ A exp [—cp(Int)?]

where ¢ = (7D /r)9/?/T(1 + d/2)

e Typical survival prob. of the target for large t:
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Multiple searchers with reset in d > 1

T
r - stationary target of radius a at 0 in
L d>?2
@ searchers diffuse and reset with rate r
independently

e Average survival prob. of the target for large t:

(Ps(t)) ~ A exp [—cp(Int)?] | where c = (xD/r)¥/2/T(1 + d/2)

e Typical survival prob. of the target for large t:

‘ P&P(t) ~ exp[—Ag p t] ‘ where Ay — non-universal constant
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Multiple searchers with reset in d > 1

I
r - stationary target of radius a at 0 in
L d>?2
@ searchers diffuse and reset with rate r
independently

e Average survival prob. of the target for large t:

(Ps(t)) ~ A exp [—cp(Int)?] | where c = (xD/r)¥/2/T(1 + d/2)

e Typical survival prob. of the target for large t:

‘ P&P(t) ~ exp[—Ag p t] ‘ where Ay — non-universal constant

e As in one dimension: PPP(t) << (Py(t))

Rare trajectories dominate the average
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Various generalizations

S stationary target at 0, searcher diffuses
\ and resets to xg with rate r only if it
goes outside the box [xo — a, xo + 3]
3 — otherwise no resetting
0 X
a a

e space-dependent resetting rate r(x): What is the optimization strategy?
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e space-dependent resetting rate r(x): What is the optimization strategy?

e When the target position is drawn randomly from Pia.get(X), where
should the particle reset?
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Various generalizations

S stationary target at 0, searcher diffuses
\ and resets to xg with rate r only if it
goes outside the box [xo — a, xo + 3]
3 — otherwise no resetting
0 X
a a

e space-dependent resetting rate r(x): What is the optimization strategy?

e When the target position is drawn randomly from Pia.get(X), where
should the particle reset?

e If the reset position is chosen randomly from a distribution Peget(X),
what is the optimal Preset(x) for a given target distribution Pyayge(x)?

(M.R. Evans & S.M., J. Phys. A: Math. Theo. 44, 435001 (2011))
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Summary and Conclusion

e Diffusion with stochastic resetting — new nonequilibrium steady state
in all dimensions
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e Search of a stationary target via diffusion+resetting — efficient

mean search time T(r) has a minimum at an optimal resetting rate r*
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e Search of a stationary target via diffusion+resetting — efficient
mean search time T(r) has a minimum at an optimal resetting rate r*
e In presence of multiple searchers each resetting to their initial positions

(Ps(t)) >> PYP(t) = rare trajectories dominate the average
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e Diffusion with stochastic resetting — new nonequilibrium steady state
in all dimensions

e Search of a stationary target via diffusion+resetting — efficient
mean search time T(r) has a minimum at an optimal resetting rate r*
e In presence of multiple searchers each resetting to their initial positions
(Ps(t)) >> PYP(t) = rare trajectories dominate the average

For example, in d = 1, for large time t,

(Py(t)) ~ t=2P VDI PYP(t) ~exp |—8(1 —In2)VrDpt

(M.R. Evans and S.M., Phys. Rev. Lett. 106, 160601(2011))
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Summary and Conclusion

e Diffusion with stochastic resetting — new nonequilibrium steady state
in all dimensions

e Search of a stationary target via diffusion+resetting — efficient
mean search time T(r) has a minimum at an optimal resetting rate r*
e In presence of multiple searchers each resetting to their initial positions
(Ps(t)) >> PYP(t) = rare trajectories dominate the average

For example, in d = 1, for large time t,

(Py(t)) ~ t=2P VDI PYP(t) ~exp |—8(1 —In2)VrDpt

(M.R. Evans and S.M., Phys. Rev. Lett. 106, 160601(2011))

e Various generalizations: space-dependent resetting rate, random target
and reset positions, .....

Resetting — rich and interesting static and dynamic phenomena
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